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Overview, key concepts & 
timing of implementation

Overview

The European Union (EU) stands as a pioneer 
in the regulation of artificial intelligence (AI), 
setting a global benchmark with its proactive 
approach to ensuring ethical and responsible AI 
development. Indeed, it seems we may witness a 
new Brussels effect, reminiscent of the influence 
wielded by the GDPR. The EU’s comprehensive 
and precautionary framework prioritises 
transparency, accountability, and human rights.

The AI Act applies beyond the borders of the 
EU - many of its provisions apply regardless of 
whether the providers are established or located 
within the EU or in a third country. The AI Act 
applies to any provider or entity responsible for 
deploying an AI system if “the output produced 
by the system is intended to be used” in the EU. 
Foreign suppliers must appoint an authorised 
representative in the Union to ensure compliance 
with the Act’s provisions. However, the AI Act does 
not apply to public authorities of third countries 
or to international organisations under police 
and judicial cooperation agreements with the 
Union, nor to AI systems placed on the market for 
military defence or national security purposes.  
This broad scope aims to ensure comprehensive 
regulation of AI systems and their uses. 

What you can expect from this guide

• This chapter provides an overview of the 
whole AI Act, its key concepts and the dates 
from when its provisions will apply.

• Chapter 2 looks at the territorial and material 
scope of the AI Act.

• Chapters 3, 4, 5 and 6 address the 
requirements the AI Act imposes on different 
types of AI - prohibited practices; high risk 
systems; general purpose AI; and AI where 
greater transparency is needed.

• Chapter 7 explains the AI Act’s arrangements 
for testing AI in regulatory sandboxes. Chapter 
8 looks at governance and enforcement.

• Chapter 9 summarises the numerous further 
measures that have to follow the adoption of 
the AI Act. 

• Last, Chapter 10 includes all the contributors 
to this guide.

A risk-focused approach

The EU approach to AI regulation is characterised 
by its risk-based framework. This regulation 
adopts a technology-neutral perspective, 
categorising AI systems based on their risk 
level, ranging from minimal to high risk. This 
system ensures that higher-risk AI applications, 
particularly those that can significantly impact 
fundamental rights, are either prohibited or 
subjected to stricter requirements and oversight. 

The EU places a strong emphasis on promoting 
the development and use of responsible AI. 
The AI Act mandates strict measures for data 
security and user privacy, ensuring that AI 
systems are designed and deployed with these 
considerations at the forefront. This includes 
rigorous requirements for how data is handled 
and protected, ensuring that users’ personal 
information remains secure.

Additionally, the AI Act requires comprehensive 
risk assessments for AI systems. These 
assessments help identify and mitigate potential 
risks associated with AI technologies, fostering 
transparency and accountability among 
AI providers. By making these evaluations 
mandatory, the EU ensures that AI developers 
thoroughly understand and address the 
implications of their technologies.

This proactive approach aims to build public trust 
in AI technologies by protecting users’ rights and 
well-being. By prioritising data security, privacy, 
and risk management, the EU seeks to reassure 
the public that AI can be used safely and ethically. 
This focus on responsible development helps 
to promote broader acceptance and integration 

CHAPTER 1
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of AI technologies, ultimately benefiting society 
as a whole. The AI Act has been developed not 
only to create laws for AI systems, but also to 
establish an ethical framework for their use, to 
ensure that organisations consider the impact of 
their AI systems on people, other businesses, the 
environment and many other aspects of our lives.

Ethics at the heart of the AI Act

The AI Act explicitly builds on the Ethical 
Guidelines on Trustworthy AI, which were 
published by the European Commission in 2019. 
While these guidelines remain non-binding, 
many of their principles have been directly 
incorporated into the AI Act. The best example 
of this approach is that in many of its provisions, 
the AI Act refers directly to the fundamental 
rights enshrined in the Charter of Fundamental 
Rights of the European Union. For example,  
high-risk AI systems are those that have a 
significant harmful impact on the health,  
safety and fundamental rights of persons  
in the Union.

The proper application of the AI Act will in 
many cases require an analysis of the risks to 
fundamental rights, which includes both legal 
and ethical issues. It can therefore be said that 
ethics has been embedded into the AI Act.

Governance

The European Union adopts a decentralised 
supervision model, promoting collaboration 
with various national authorities. The AI Act 
establishes the European Artificial Intelligence 
Office (the AI Office) as an independent entity, 
serving as the central authority on AI expertise 
across the EU, and playing a crucial role in 
implementing of the legal framework. This office 
will encourage the development of trustworthy 
AI and support international collaboration. The 
European Artificial Intelligence Board will be 
composed of one representative per Member 
State and the European Data Protection 
Supervisor shall participate as observer.

The AI Office aims to promote and facilitate the 
creation, review, and adaptation of codes of good 
practice, considering international approaches. 
To ensure these codes reflect the current state 
of the art and incorporate diverse perspectives, 
the AI Office will collaborate with relevant 
national authorities and may consult with civil 
society organisations, stakeholders, and experts, 
including scientific experts.

Key concepts

AI systems (see also Chapter 2)

Most of the AI Act applies to “AI systems”,  
which the Act defines as “a machine-based  
system designed to operate with varying 
levels of autonomy and that may exhibit 
adaptiveness after deployment and that, 
for explicit or implicit objectives, infers, 
from the input it receives, how to generate 
outputs such as predictions, content, 
recommendations, or decisions that can 
influence physical or virtual environments”.

It is worth noting that the AI Act does not define 
“artificial intelligence”, but only the term “artificial 
intelligence system”. The definition of an AI 
system is intentionally consistent with the OECD 
definition of an AI system. The definition does 
not mention any specific technology or currently 
known approaches to artificial intelligence 
systems. With the rapidly evolving nature of AI, 
this prevents the AI Act from becoming obsolete 
due to technological developments.

A key element of this definition is the AI system’s 
ability to “infer”. This should allow for a clear 
distinction between AI systems and traditional 
software. If a computer program operates 
according to rules defined in advance by the 
programmers, it is not an AI system; if a system 
is built using techniques that allow the program 
to create rules of its own based on input data 
or data sets provided to the program, then it is 
an AI system. The definition of an AI system is 
discussed further in guidelines published by the 
Commission on 6 February 2025.

Obligations across the supply chain  
(see also Chapter 2)

The AI Act applies to all participants in the supply 
chain, starting with the “provider” and also 
encompassing the “importer”, “distributor” and 
“deployer” of the system. Most responsibilities lie 
with the provider, and next with the deployer.

An importer, distributor or deployer may become 
a provider of the high-risk AI system if they have 
put their name or trademark on the system. They 
may become a provider of a high-risk system (see 
page 5) if they make substantial modifications to, 
or modify the intended purpose of the AI system, 
which renders the system high-risk.



51 2 3 4 5 6 7 8 9 10

Risk approach to classification of AI systems 

The AI Act defines risk as “the combination 
of the probability of harm occurring and the 
severity of that harm.”

The risk-based classification of AI systems is 
a fundamental aspect of the AI Act, focusing 
on the potential harm to health, safety, and 
fundamental human rights that an AI system 
may cause. This approach categorises AI systems 
into four distinct risk levels:

1. Unacceptable risk: AI systems that pose 
such significant risks are unacceptable and 
therefore prohibited. 

2. High risk: High-risk AI systems are subject 
to stringent regulatory requirements. 

3. Limited risk: AI systems in this category 
pose a limited risk, but have specific 
transparency obligations.

4. Minimal or no risk: AI systems that pose 
minimal or no risk have no regulatory 
restrictions under the AI Act.

Unacceptable risk: prohibited practices  
(see also Chapter 3)

The AI Act contains a list of prohibited AI 
practices, which should be understood as a 
prohibition on placing on the market, putting 
into service, or using an AI system that employs 
any of these practices. The list prohibits:

• using subliminal techniques or purposefully 
manipulative or deceptive techniques to 
materially distort behaviour, leading to 
significant harm; 

• exploiting vulnerabilities of an individual or 
group due to their specific characteristics, 
leading to significant harm;

• social scoring systems i.e. evaluating or 
classifying of an individual or group based 
on their social behaviour or personal 
characteristics, leading to detrimental or 
unfavourable treatment;

• evaluating a person’s likelihood of committing 
a criminal offence, based solely on profiling 
or personal characteristics; except when 
used to support human assessment based 

on objective and verifiable facts linked to a 
criminal activity;

• facial recognition databases based on 
untargeted scraping from the internet or CCTV; 

• inferring emotions in workplaces or 
educational institutions, except for medical  
or safety reasons;

• biometric categorisation systems that 
categorise a person based on their sensitive 
data, except for labelling or filtering lawfully 
acquired biometric datasets such as images in 
the area of law enforcement;

• real-time remote biometric identification 
systems in publicly available spaces for law 
enforcement purposes, except in narrowly 
defined circumstances.

In some cases, the AI Act contains exceptions 
that allow these “prohibited” practices to be used 
in certain situations. A good example is real-time 
biometric identification, where the Regulation 
allows its use in exceptional circumstances. 
The application of these exceptions requires 
notifications or prior authorisations. The 
Commission published guidelines on prohibited 
AI practices on 4 February 2025. 

High-risk AI systems (see also Chapter 4)

The extensive regulation of high-risk AI systems 
constitutes a major part of the AI Act. AI systems 
are identified as high-risk AI systems if they have 
a significant harmful impact on the health, safety 
and fundamental rights of persons in the Union. 
There are two categories of high-risk AI systems 
which are regulated differently:

• AI systems intended to be used as a product or a 
safety component of a product which is covered 
by EU harmonisation legislation, such as civil 
aviation, vehicle security, marine equipment, 
radio equipment, toys, lifts, pressure equipment, 
medical devices, personal protective equipment 
(listed in Annex I to the AI Act).

• AI systems listed in Annex III, such as AI used 
in education, employment, credit scoring, law 
enforcement, migration, remote biometric 
identification systems, and AI systems used as 
a safety component in critical infrastructure. 
This list can be amended by the Commission.

The first category of high-risk systems is covered 
by both the harmonisation legislation and the AI 
Act.  
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Providers have an option of integrating the 
requirements of the AI Act into the procedures 
required under the respective Union harmonisation 
legislation listed in Section A of Annex I. In addition, 
only selected provisions of the AI Act apply to high-
risk AI systems in relation to products covered by 
Union harmonisation legislation listed in Section B 
of Annex I (such as aviation equipment). 

Practical assistance in  the classification of high-
risk AI systems will be provided no later than 2 
February 2026 by the Commission, to include a 
comprehensive list of practical examples of use 
cases of high-risk and non-high-risk AI systems.

Exceptions to the qualification of high-risk  
AI system

If a high-risk AI system listed in Annex III does 
not pose a significant risk of harm to the health, 
safety or fundamental rights of natural persons, 
including by not materially influencing the 
outcome of decision making, it will not be treated 
as a high-risk AI system. 

Such situations may only arise in four cases 
where the AI system is intended to:

• perform a narrow procedural task;

• improve the result of a previously completed 
human activity;

• detect decision-making patterns or deviations 
from prior decision-making patterns, and 
is not meant to replace or influence the 
previously completed human assessment 
without proper human review; or

• perform a preparatory task to an assessment 
relevant for the purposes of the use cases 
listed in Annex III.

If, however, the AI system performs profiling of 
natural persons, it is always considered a high-
risk AI system and cannot fall into one of the 
above exceptions.

This exemption is likely to play an important role 
in practice, as it allows avoiding the obligations 
and costs associated with placing a high-risk AI 
system on the market. One of the options is, for 
example, to carve out those parts of an AI system 
that can take advantage of this exemption to 
limit the scope of the high-risk AI system.

However, even if a provider relies on the 
exemption, its assessment of the system must 
be documented, and the system must still be 

registered in the EU database for high-risk 
systems before it is placed on the market or put 
into service.

Extensive obligations for high-risk AI systems

The requirements that must be met by providers 
of high-risk AI systems are strict. These 
requirements include, in particular, the need to 
document every stage of the development of 
the AI system, to meet obligations regarding the 
use of high-quality data for training, to produce 
system documentation that provides users with 
full information about the nature and purpose of 
the system, or to ensure the accuracy, robustness 
and cybersecurity of the systems. High-risk AI 
systems will also have to be registered in an EU 
database, which will be publicly available.

Obligations across the supply chain of  
AI systems

The AI Act imposes obligations on all participants 
in the supply chain of a high-risk system 
throughout its life cycle. The responsibilities are 
not only those of the ‘provider’, but also those of 
the ‘importer’, ‘distributor’ and ‘deployer’ of the 
system, although most of the responsibilities lie 
with the provider and the deployer.

The primary duty of the importer and distributor 
is to verify that the high-risk AI system being 
imported or distributed meets the requirements 
of the AI Act. Moreover, an importer, distributor 
or deployer may become a provider of the 
high-risk AI system if they have put their name 
or trademark on the system, made substantial 
modifications or they have modified the 
intended purpose of the AI system, which 
renders the system high-risk.

General-purpose AI models (see also Chapter 5) 

The distinction between AI models and AI 
systems is crucial for the application of the AI 
Act. AI models are essential components of AI 
systems, but they do not constitute AI systems 
on their own. AI models require the addition of 
other components, such as a user interface, to 
become AI systems. The AI Act mostly regulates 
AI systems, not models. However, it does contain 
rules on general-purpose AI models.

The AI Act provides rules for all general-purpose 
AI models and additional rules for general-
purpose AI models that pose systemic risks. They 
apply in the following situations:
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• where the provider of a general-purpose AI 
model integrates its own model into its own AI 
system that is made available on the market 
or put into service;

• where the provider of a general-purpose AI 
model only offers its own model to providers 
of AI systems. 

The distinction may be particularly important in 
cases where a general-purpose AI model of one 
provider is used in a general-purpose AI system 
of a second provider, which in turn is integrated 
into another AI system with a more specific 
purpose, built by a third provider.

Transparency obligations (see also Chapter 6)

The AI Act includes transparency obligations for 
four types of AI systems:

• AI systems designed to interact directly with 
natural persons;

• AI systems, including general-purpose AI 
systems, that generate synthetic audio, image, 
video or text content; 

• emotion recognition or biometric 
categorisation systems; 

• AI systems that generate or manipulate 
images, audio or video that are deepfakes.

In all these cases, the user must be informed 
about the use of the AI system. There are also 
more detailed obligations, for example to mark the 
output in a machine-readable way so that it can be 
identified as artificially generated or manipulated.

Complex supervision and enforcement 
structure (see also Chapter 8)

The AI Act provides for a complex, multi-level 
structure for overseeing implementation. It 
includes both national and EU level entities. At 
each level there will be several types of bodies, 
such as notifying authorities and notified bodies, 
conformity assessment bodies, the European 
AI Board, the AI Office, national competent 
authorities and market surveillance authorities. 

These authorities will not only control 
compliance, but also support the market by, 

among other things, developing codes of 
conduct, organising AI regulatory sandboxes and 
providing support for SMEs and start-ups.

Role of technical standards, codes of practice 
and guidelines (see also Chapters 7, 8 and 9) 

The AI Act requires providers of high-risk AI 
systems to affix a European Conformity (CE) 
marking. The CE marking will show compliance 
with the requirements of the AI Act. For the mark to 
be issued, providers will have to apply harmonised 
technical standards. In addition, high-risk AI 
systems or general-purpose AI models which 
are in conformity with harmonised standards 
shall be presumed to be in conformity with the 
requirements of the AI Act to the extent that those 
standards cover those requirements or obligations. 
Consequently, the rather general provisions of the 
AI Act will be complemented by technical standards 
that will provide the concrete forms of compliance 
with the AI Act. Thus, we can expect that the CE 
marking and technical standards will play very 
important role in practical application of the AI Act.

Codes of practice should also form an 
important role. If they are not prepared by 
market participants, the Commission may 
provide the common rules within implementing 
acts. The Commission can also, by way of an 
implementing act, approve a code of practice 
and give it a general validity within the Union. 
In addition, the Commission has the obligation 
to develop several guidelines on the practical 
implementation of the Regulation.

The AI Act can therefore be seen as just a 
framework for more detailed obligation that will 
result from many further documents and legal acts.

Enforcement (see also Chapter 8)

The AI Act stipulates significant penalties  
for non-compliance, which vary depending  
on the nature of the violation and the size  
of the entity involved. Actions that may incur 
high penalties include:

• non-compliance with the rules on prohibited AI 
practices outlined in article 5. Offenders in such 
cases may face administrative fines of up to 
€35,000,000 or up to 7% of annual worldwide 
turnover, whichever is higher, for undertakings.
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• violations related to data, data governance, 
and transparency: AI systems found in breach 
of these provisions could be fined up to €20 
million or 4% of annual global turnover.

• failure to comply with any of the provisions 
set out in article 99 (e.g. relating to high-risk 
AI systems), will be subject to administrative 
fines of up to €15 million or, if the offender is a 
company, up to 3% of its global turnover in the 
preceding financial year, whichever is higher.

These penalties underscore the importance 
of complying with the AI Act’s regulations. It 
is essential for companies to fully grasp these 
penalties and ensure that their AI systems meet 
the Act’s requirements.

Timeline 

The AI Act becomes applicable on a staggered 
basis. There are also transitional arrangements 
for AI systems that had been placed on the 
market or put into service before certain dates. 
The AI Act applies to all operators of high-risk AI 
systems that have been placed on the market 
or put into service before 2 August 2026, unless 
those systems are subsequently subject to 
significant change in design (in which case, the 
provisions would apply in full with respect to 
the redesigned system). The relevant dates of 
application are set out below.

12 July 2024 The AI Act was published in the Official Journal of the EU, triggering the 
dates for specific provisions in the Regulation becoming applicable.

2 February 2025 Prohibited practices ban applies (Chapter II). 

AI literacy rules apply (article 4).

2 May 2025 Codes of practice for general-purpose AI must be ready (article 56 (9)).

2 August 2025 National authorities designated (Chapter III Section 4).

Obligations for General-purpose AI (GPAI) (Chapter V).

Governance (at EU and national level) (Chapter VII).

Confidentiality and penalties (other than in relation to gen-AI)  
(Chapter XII).

2 August 2026 Start of application of all other provisions of the EU AI Act (unless a later 
date applies below).

2 August 2027 High-risk categories listed in Annex I.

General-purpose AI models placed on the market before 2 August 2025 
(article 111).

2 August 2030 High-risk AI systems (other than those listed below), which have been 
placed on the market or put into service before 2 August 2026 and which 
are intended to be used by public authorities (article 111).

31 December 2030 Components of large-scale IT systems listed in Annex X, which have 
been placed on the market or put into service before 2 August 2027  
(article 111).
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If you or your supply chain fall within the 
scope of the AI Act, check whether any AI 
systems or AI models fall within one or 
more of the regulated categories.

If you are a provider or deployer of AI 
systems within the scope of the AI Act, 
ensure you have taken steps to comply 
with the Act’s AI literacy requirements.

Determine whether you, your suppliers or 
your customers will be an operator falling 
within the material and territorial scope of 
the AI Act.

To do listAt a glance

CHAPTER 2

Material and 
territorial scope

• The AI Act covers AI systems, general-purpose 
AI models and prohibited AI practices. 

• Obligations can be imposed on six categories 
of economic actors: providers, importers, 
distributors, product manufacturers, 
authorised representatives and deployers.

• Economic operators involved with high-risk  
AI systems have significant obligations. 
Providers and deployers of certain  
categories of AI systems are also subject to 
transparency obligations.

• Providers of general-purpose AI models are 
subject to obligations. 

• The AI Act applies when an AI system or 
general-purpose AI model is placed on  
the EU market, put into service in the EU, 
imported into or distributed in the EU. It also 
applies where an AI system is used  
by a deployer who has their place of 
establishment or is in the EU.

• Providers and deployers of AI systems who 
fall within scope of the AI Act are subject to AI 
literacy requirements from 2 February 2025.
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Material scope 

The AI Act primarily provides harmonised rules 
for the placing on the market, the putting into 
service, and the use of AI systems. It imposes 
an extensive set of obligations on “high-risk” AI 
systems and transparency obligations on certain 
AI systems. It also prohibits certain AI practices 
and regulates the supply of general-purpose AI 
models in the EU. 

The AI Act also sets out rules for market 
monitoring, market surveillance, governance 
and enforcement, which includes administrative 
fines, as well as measures to support innovation, 
with a particular focus on small and medium 
enterprises, such as through the operation of AI 
sandboxes. It also establishes two new bodies: 
(i) the European Artificial Intelligence Board – 
which is tasked with advising and assisting the 
European Commission and EU Member States to 
facilitate the consistent and effective application 
of the AI Act; and (ii) the AI Office, which has been 
established within the European Commission and 
is tasked with implementing the AI Act, fostering 
the development and use of trustworthy AI and 
promoting international cooperation.

Regulated persons: Operators

The AI Act imposes obligations on six categories 
of entities: providers, deployers, importers, 
distributors, product manufacturers and 
authorised representatives – the term “operator” 
is used to describe all of them. There will always 
be a provider for an AI system or a general-
purpose AI model. Whether there will also be 

other operators will depend on the way in which 
the AI system or general-purpose AI model is 
being supplied and deployed.  Most operators 
are defined with reference to three 
key terms adapted from the EU product 
legislation referenced in Annex I of the AI Act: 
“making available”, “placing on the market” and 
“putting into service”. 

“making available” is the supply of an AI 
system or a general-purpose AI model for 
distribution or use on the EU market in the 
course of a commercial activity, whether in 
return for payment or free of charge;

“placing on the market” is the first making 
available of an AI system or a general-
purpose AI model on the EU market; and

“putting into service” is the supply of an AI 
system for first use directly to the deployer 
or for own use in the EU for its intended 
purposes. 

The term “use” is not defined in the AI Act. In 
essence, “use” would be perceived by reference 
to the key characteristic of an AI system which is 
to infer, from inputs it receives, how to generate 
outputs. These three terms are discussed in 
section 2.3 of the Commission’s Guidelines on 
prohibited AI practices, which provides illustrative 
examples of each activity in the context of the 
restrictions on prohibited practices.   

The regulated operators under the AI Act are: 

Operator Role 

Relevant 
for 
both AI 
systems 
and 
general-
purpose 
AI 
models

Provider 
(article 3(3))

Develops an AI system or a general-purpose AI model or has an 
AI system or a general-purpose AI model developed and places 
it on the market or puts the AI system into service under its own 
name or trademark, whether for payment or free of charge.

Although the definition of “placing on the market” refers to the 
EU market, a person can still be deemed a provider regulated 
by the AI Act even if they do not place an AI system on the EU 
market, where the output of the AI system is used in the EU. See 
“Territorial Scope” further below.

A provider can be a natural or legal person, public authority, 
agency or other body. EU institutions, bodies, offices and 
agencies may also act as a provider of an AI system.  
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It is also possible to become a provider where an AI system has 
already been placed on the market or put into service in the EU by 
another provider, by taking one of the steps set out in article 25(1)
(a)-(c). See further below, under “High-risk AI systems”. 

Authorised 
representative 
(article 3(5))

An EU-established natural or legal person appointed 
by a provider established outside the EU to act as their 
authorised representative. The role includes ensuring that 
the documentation required by the AI Act is available to the 
competent authorities and co-operating with those authorities. 
See article 22 (for high-risk AI systems) and article 54 (for general-
purpose AI models). 

Relevant 
for AI 
systems 
only

Deployer 
(article 3(4))

Uses an AI system under its authority (excluding use in the 
course of personal, non-professional activity). A deployer can be 
a natural or legal person, public authority, agency or other body. 
EU institutions, bodies, offices and agencies may also act as a 
deployer of an AI system.  

Importer 
(article 3(6))

Natural or legal person located or established in the EU that 
places an AI system bearing the name or trademark of a person 
not established in the EU on the EU market.  

Distributor 
(article 3(7))

Natural or legal person in the supply chain, other than the 
provider or the importer, that makes an AI system available on 
the EU market.  

Product 
manufacturer 
(article 25(3))

In certain circumstances, a product manufacturer will be 
considered the “provider” of a high-risk AI system where: 
this is a safety component of a product covered by the AI Act 
(by virtue of being subject to the EU product safety legislation 
referenced in Section A of Annex I), and 
the manufacturer places the AI system on the EU market or puts 
it into service in the EU together with that product and under its 
own name or trademark. 

The term “product manufacturer” is not defined in the AI Act – but 
Recital 87 clarifies that this is the “manufacturer” defined under 
the EU product safety legislation referenced in Annex I to the AI 
Act.

Indirect obligations under the AI Act

The AI Act imposes indirect obligations on 
component suppliers to providers of high-risk  
AI systems. Those supplying AI systems,  
tools, services, components, or processes that 
are used or integrated in a high-risk AI system 
are required to enter into a written agreement 
with the provider of the high-risk AI system 
and to enable the latter to comply with its 
obligations under the AI Act (article 25(4)). 
This obligation does not apply to third parties 
who make such tools, services, processes or 
components (other than general-purpose AI 
models) accessible to the public under a free 
and open-source licence.

Rights granted by the AI Act

Unlike the GDPR, which provides a 
comprehensive set of rights to individuals, the 
rights under the AI Act are limited. The AI Act 
only confers a right to explanation of individual 
decision-making on affected persons located in 
the EU (article 86). Affected persons are those 
who are subject to a decision which has a legal 
or similarly significant effect on them and which 
is based on the output of one of the high-risk AI 
systems identified in Annex III. The wording used 
here is similar to that used under the automated 
decision-making provisions of the GDPR (article 
22 GDPR); the scope of the two provisions 
however is not identical.
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Regulated subject matter: AI systems  

An AI system is defined broadly in article 
3(1) as: “a machine-based system that is 
designed to operate with varying levels of 
autonomy, and that may exhibit adaptiveness 
after deployment and that, for explicit or 
implicit objectives, infers, from the input it 
receives, how to generate outputs such as 
predictions, content, recommendations, 
or decisions that can influence physical or 
virtual environments”. 

This definition is intended to align with the 
definition used by the OECD AI Principles. A key 
characteristic of AI systems is their capability to 
infer, i.e. to obtain outputs and to derive models 
or algorithms, or both, from inputs or data. 
Instead, traditional software, which executes 
operations based solely on rules defined by 
natural persons is not, on its own, considered an 
AI system. 

In February 2025, the Commission published 
guidelines for this definition. These guidelines 
provide further explanations for each aspect 
of the definition, with a clear emphasis on 
the “ability to infer.” In a positive sense, the 
guidelines outline various machine learning 
approaches that enable this ability. At the 
same time, they list systems - particularly those 
primarily based on mathematical or statistical 
methods - that do not possess this ability and 
should therefore not fall within the scope of the 
AI Act. A noteworthy negative example is “logistic 
regression,” which is widely used in the financial 
sector.

An AI system can be used on a standalone basis 
or as a component of a product, irrespective of 
whether the AI system is physically integrated 
into the product or serves the product’s 
functionality without being integrated into it. 

Under the AI Act, AI systems fall into the 
following categories: 

• high-risk AI systems; 

• AI systems with transparency risks; and 

• all other AI systems. 

An AI system can also form part of a prohibited 
AI practice. This can be because of certain 
features of that AI system or because of the way 
the AI system would be used.

High-risk AI systems

Section III of the AI Act regulates high-risk AI 
systems. These are AI systems that pose a 
significant risk of harm to the health, safety  
and fundamental rights of persons in the EU.  
An AI system may be classified as high-risk in 
two ways:

 

• Article 6(1): The AI system is used as a  
safety component in a product that is 
regulated by certain EU product safety 
legislation (the Union harmonisation 
legislation listed in Annex I of the AI Act) 
and is subject to the conformity assessment 
procedure with a third-party conformity 
assessment body under such legislation, or 
constitutes on its own such a product (e.g. an 
AI system which is used for medical diagnostic 
purposes will itself be a regulated medical 
device); or 

• Article 6(2): The AI system falls within one of 
the eight categories set out in Annex III of the 
AI Act – unless the provider can demonstrate 
and document that such AI system does not 
pose a significant risk of harm. 

Most of the obligations regarding high-risk 
AI systems fall on providers (which includes 
product manufacturers as we describe further 
above), whilst a more limited set of obligations 
is imposed on deployers, on importers and 
distributors, and where relevant, authorised 
representatives. 

See Chapter 4 of this guide for more details. 

AI systems with transparency risks 

The AI Act imposes certain transparency 
obligations on:

• providers of AI systems intended to interact 
directly with natural persons (article 50(1));

• providers of AI systems generating synthetic 
audio, image, video or text content (article 
50(2)); 

• deployers of an emotion recognition system 
or a biometric categorisation system (article 
50(3)); and

• deployers of an AI system that generates or 
manipulates image, audio or video content 
constituting a deep fake (article 50(4)).

See Chapter 6 of this guide for more details.   

https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application
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All other AI systems

All other types of AI systems, which do not fall 
under the above categories and are not used for 
prohibited AI practices are not subject to direct 
legal obligations under the AI Act. Voluntary 
codes of conduct may be drawn up in future 
covering this broader category of AI systems and 
those deploying them (article 95). Providers and 
deployers may choose to adhere to these codes 
of conduct. 

Aside from rules relating to specific categories of 
AI systems, those qualifying as the provider or 
deployer of any AI system under the AI Act are 
required to take AI literacy measures to ensure 
that their staff and other persons dealing with the 
operation and use of AI systems on their behalf, 
have a sufficient level of knowledge, skills and 
understanding regarding the deployment of AI 
systems, their opportunities and risks (article 4). 
This obligation aims to foster the development, 
operation and use of AI in a trustworthy manner 
in the EU – however, it is worth noting that this 
provision refers to voluntary codes of conduct 
and that administrative fines are not foreseen for 
failure to comply with the AI literacy obligation. 

Regulated subject matter: Prohibited  
AI practices  

The AI Act prohibits the placing on the market, 
putting into service and use of AI systems that 
have certain prohibited features and/or are 
intended to be used for certain prohibited 
purposes, e.g. AI systems that create or expand 
facial recognition databases through the 
untargeted scraping of facial images from the 
internet or CCTV footage. These practices are 
deemed to be particularly harmful and abusive 
and contradict EU values and fundamental 
rights. The prohibited AI practices are listed in 
article 5 of the AI Act. This list does not affect the 
prohibitions of AI practices that infringe other EU 
law (such as data protection, non-discrimination, 
consumer protection and competition law). 

See Chapter 3 of this guide for more detail.  

Regulated subject matter: general-purpose  
AI models 

A general-purpose AI model is defined 
in article 3(63) as: “an AI model, including 
where such an AI model is trained with a 
large amount of data using self-supervision 
at scale, that displays significant generality 
and is capable of competently performing 
a wide range of distinct tasks regardless of 
the way the model is placed on the market 
and that can be integrated into a variety 
of downstream systems or applications, 
except AI models that are used for research, 
development or prototyping activities before 
they are placed on the market”

The AI Act does not provide a definition of an 
“AI model”; recital 97 notes that although AI 
models are essential components of AI systems, 
they do not constitute AI systems on their 
own and require further components, such as 
a user interface, to become AI systems. The 
characteristics of general-purpose AI models are 
discussed further in recitals 98 and 99.

The AI Act regulates general-purpose AI models 
and imposes additional obligations for general-
purpose AI models with systemic risks. The rules 
apply to providers of general-purpose AI models, 
once these models are placed on the market: this 
can be done in various ways, such as through 
libraries, APIs, as a direct download or as a 
physical copy. 

Recital 97 suggests that the rules on general-
purpose AI models can also apply when these 
models are integrated into or form part of an 
AI system. When the provider of a general-
purpose AI model integrates its own model 
into its own AI system that is made available 
in the market or put into service, then recital 
97 suggests that model will be viewed as being 
placed on the market and the general-purpose AI 
model provisions will apply, in addition to those 
regarding AI systems.  

Where can I find this?

Material Scope article 1 recitals 1-3, 6-8
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Those who integrate third party general-
purpose AI models into their own AI systems 
are considered “downstream providers” and are 
granted certain rights under the AI Act. However, 
the AI Act appears to envisage that a provider 
who fine-tunes a third party general-purpose AI 
model and integrates that fine-tuned model into 
their own AI system (or otherwise places a fine-
tuned general-purpose AI model on the market 
or puts it into service) will be considered the 
provider of this with respect to that fine-tuning 
only (see recital109).

See Chapter 5 of this guide for more detail.

Territorial scope

AI System provisions

The AI Act is intended to have a broad 
jurisdictional scope for its AI system provisions: 
these are engaged when an AI system, either on 
its own or as part of a product covered by the EU 
product safety legislation in Annex I, is:

• placed on the EU market, put into service  
in the EU, imported into or distributed in  
the EU; or

• used by a deployer who has their place of 
establishment or is located in the EU. 

The first point applies applies irrespective 
of where the provider of the AI system is 
established. The concept of “establishment” is 
not defined in the AI Act. It is expected that this 
would be interpretated broadly, similar to the 
use of this term under other EU legislation, such 
as the GDPR.

In addition to those cases, the AI system 

provisions also apply if the output produced  
by an AI system outside the EU is used in the EU. 
In that case, the non-EU established/ 
located providers and deployers will also be 
caught by the scope of the AI Act. Recital 22 
clarifies that in those instances the AI Act will 
apply even though the relevant AI systems are 
not placed on the market, put into service or 
used in the EU. 

Prohibited AI Practices

The AI Act’s provisions relating to prohibited AI 
practices apply to the placing on the EU market, 
putting into service in the EU and use of the 
relevant AI practices set out in Article 5. As we 
saw above, the definitions of “placing on the 
market” and “putting into service” refer to the EU 
market. The AI Act itself does not specify what a 
prohibited “use” would entail. The Commission’s 
Guidelines on prohibited AI practices suggest 
that use “should be understood in a broad manner 
to cover the use or deployment of the system at any 
moment of its lifecycle after having been placed on 
the market or put into service” and further that use 
“may also cover the integration of the AI system in 
the services and processes of the person(s) making 
use of the AI system, including as part of more 
complex systems, processes or infrastructure.” 

General-purpose AI Models

The AI Act’s general-purpose AI model provisions 
will be engaged where a provider of a general-
purpose AI model places it on the market in the 
EU or puts it into service in the EU – irrespective 
of where the provider is located or established.  

Where can I find this?

Territorial Scope article 2 recitals 9-11
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Exclusions

Certain activities are entirely outside the AI Act’s 
scope. The AI Act does not apply to:

• areas outside the scope of EU law (e.g. 
activities concerning national security). This 
is the case irrespective of the type of entity 
entrusted under national legislation with 
carrying out the exempted activities. Given 
the very broad competences of the EU, as set 
out in the TFEU, this provision will have very 
limited scope of application in practice; 

• AI systems placed on the market, put into 
service, or used with or without modification 
– or where their output is used in the EU, 
exclusively for military, defence or national 
security purposes, regardless of the type 
of entity carrying out those activities. An AI 
system placed on the market or put into 
service for an excluded purpose (military, 
defence or national security) and one or more 
non-excluded purposes (e.g. civilian purposes 
or law enforcement) is subject to the AI Act 
and providers of those systems should ensure 
compliance with the AI Act; 

• public authorities in a third country or 
international organisations that use AI systems 
in the framework of international cooperation 
or agreements for law enforcement and 
judicial cooperation with the EU or EU member 
states, provided that such a third country or 
international organisation provides adequate 
safeguards for the protection of fundamental 
rights and freedoms of individuals. The 
national authorities and EU institutions, 
bodies, offices and agencies making use of 
those outputs remain subject to EU law; 

• AI systems and models, including their output, 
specifically developed and put into service for 
the sole purpose of scientific research and 
development; 

• research, testing or development of AI systems 
or models prior to their being placed on the 
market or put into service, excluding though 
testing in real world conditions;  

• deployers who are individuals and use the 
AI system in the course of a purely personal, 
non-professional activity. This is similar to 
the GDPR’s “household exemption” – whilst 
providers of those AI systems continue to be 
subject to the AI Act; and 

• AI systems released under free and open-
source licences, unless they are placed on 
the market or put into service as high-risk 
AI systems, as a prohibited AI system or 
as a system that is covered by the Act’s 
transparency obligations.

Relationship with other 
regulatory frameworks 

• As a Regulation, the AI Act is directly applicable 
in EU Member States without the need for 
implementing legislation. EU Member States 
are prevented from imposing restrictions on 
the development, marketing and use of AI 
systems, unless explicitly authorised by the 
AI Act. This is only provided for in limited 
circumstances: for example, EU member 
states may introduce more restrictive laws 
on the use of remote biometric identification 
systems – some of which constitute 
prohibited AI practices (article 5(5)) and the 
use of post-remote biometric identification 
systems, which constitute high-risk AI 
systems (article 26(10)).

• The AI Act’s provisions on high-risk AI 
systems are built around the New Legislative 
Framework for EU products. This is a 
legislative package that sets out rules for 
the placing of products on the EU market, 
enhances market surveillance rules and rules 
for conformity assessments and CE marking. 
It also establishes a common legal framework 
for industrial products in the form of a toolbox 
of measures for use in future legislation. The 
AI Act specifies how these tools set out in the 
New Legislative Framework should apply in 
the context of AI systems. 

• In parallel, the AI Act complements Union 
harmonisation legislation – this is the set of  
EU product safety legislation on the basis of 
which certain AI systems are to be classified  
as high-risk.

• The obligations of the AI Act apply in addition 
to and without prejudice to the obligations 
under GDPR, the e-Privacy Directive and the 
Law Enforcement Directive.
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• Article 5 lists eight prohibited practices  
which are deemed to pose an unacceptable 
level of risk.

• Prohibitions come into effect on  
2 February 2025.

• The prohibited practices are:

— Subliminal, manipulative, or deceptive 
techniques

— Techniques exploiting vulnerable groups 
in each case which materially distorts 
behaviour and risks significant harm

— Social scoring in certain use cases

— Predicting criminality based on profiling

— Scraping the web or CCTV for facial 
recognition databases

— Inferences of emotions at workplaces  
or schools

— Biometric categorisation to infer race, 
political opinion, trade union membership, 
religious or political beliefs, sex life or sexual 
orientation

— Real-time remote biometric identification 
in public spaces for law enforcement 
purposes.

• Many of the prohibitions have exceptions - 
case by case analysis is needed.

• The list is not final: it will be re-assessed 
annually. 

• Non-compliance sanctioned by fines up to 
€35 million or 7% of total worldwide annual 
turnover for the proceeding financial year 
(whichever is higher).

• The prohibitions are operator-agnostic  
and apply irrespective of the role of the  
actor (i.e. whether provider, deployer, 
distributor or importer).

Check for updates to this list annually as 
the list of prohibited practices may change 
over time. 

Consider whether any exceptions apply. 
The prohibited practices are not absolute; 
many have exceptions. 

Check the AI systems you use to see if they 
fall under the prohibited category.  

To do listAt a glance

CHAPTER 3

Prohibited 
AI Practices
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Prohibited AI practices 

The AI Act relies on a risk-based approach, so 
different requirements apply in accordance with 
the level of risk. This chapter concentrates on 
prohibited practices i.e. those which conflict 
with the values of the European Union and are 
a clear threat to fundamental rights such as 
freedom, equality and privacy. The prohibitions 
are an attempt by law makers to respond 
to transparency and ethics concerns and to 
guarantee the protection of human rights.  

The prohibited practices are listed exhaustively 
in article 5 (and are further explained in recitals 
28 – 45 of the Act and by guidelines issued by the 
Commission on 4 February 2025) and provide a 
clear framework for what AI can and cannot do 
within the EU. The prohibitions in Article 5 apply 
from 2 February 2025 and are therefore the 
first provisions to come into force, highlighting 
their importance.The list of prohibited practices 
in article 5 is exhaustive, but not final. The 
Commission will assess the need for amendment 
of the list of prohibited practices annually (article 
112) and can submit findings to the European 
Parliament and Council. So, there may be 
variations to the list of prohibited practices in 
due course. 

There are currently eight prohibited practices, 
which focus on practices that materially 
distort peoples’ behaviour, or raise concerns 
in democratic societies. Special attention has 
been given to biometric identification systems. 
However, there are detailed exceptions to many 
of the prohibitions and each practice should be 
considered on a case-by-case basis.  

Article 5(1)(a) Subliminal, manipulative or 
deceptive techniques

The first prohibition concerns AI systems 
deploying subliminal, manipulative or deceptive 
techniques in cases where:

• the techniques either aim to, or actually 
have, the effect of materially distorting the 
behaviour of an individual or a group;

• by appreciably impairing the ability of 
individuals to make informed decisions; and

• causing them to take decisions they would 
not otherwise have taken, and that either  
cause or are reasonably likely to cause them 
significant harm.

The techniques expressly mentioned in recital 29 
involve: deployment of subliminal components 
such as audio, image, video stimuli that persons 
cannot perceive, or other manipulative or 
deceptive techniques that subvert or impair 
a person’s autonomy, decision-making, or 
free choice, in ways so that people are not 
consciously aware of those techniques or, where 
they are aware of them, can still be deceived 
or are not able to control or resist them. 
The reference in recital 29 to machine-brain 
interfaces having the capability to materially 
distort human behaviour in a significantly 
harmful manner may also be the Act’s attempt to 
regulate tools that employ neural data which is 
currently under discussion in other jurisdictions 
such as Colorado, California, and Chile.

For an AI system to be prohibited, there needs 
to be a causal link between the deceptive 
techniques and the significant harm caused. The 
threshold of “significant” harm was added in the 
legislative process and makes clear that not all 
dark patterns would fall under this provision. 

The provision is open for interpretation 
and, in particular, the word “deceptive” will 
lead to further discussions. According to the 
Commission’s guidelines, deceptive techniques 
could cover presenting false or misleading 
information with the objective or effect of 
misleading individuals, if the other requirements 
of the first prohibition are met. 

Article 5(1)(b) Exploitation of vulnerabilities

The second category of prohibited AI practices 
aims to protect vulnerable people. There are 
three groups: vulnerability due to age, disability, 
or due to specific social or economic situations.

An AI system is only prohibited if it has the 
objective or the effect of materially distorting 
the behaviour of an individual and does so in a 
manner that causes or is likely to cause someone 
significant harm. 

An exploitation from a socio-economic 
perspective does not exist, according to the 
Commission guidelines on prohibited practices, if 
the situation may be experienced by any person 
irrespective of their socio-economic situation 
(e.g. grievances or loneliness). In such case, 
however, an exploitation may be covered under 
Article 5(1)(a) AI Act. 
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AI systems that inadvertently impact socio-
disadvantaged groups due to biased training 
data do not automatically exploit vulnerabilities, 
as there is no intentional targeting. However, 
under the Commission guidelines on prohibited 
practices, if AI providers or deployers are aware 
that their systems unlawfully discriminate 
against socio-economically disadvantaged 
persons and foresee significant harm without 
taking corrective action, they may still be 
considered to exploit these vulnerabilities.

An exploitation of a person’s economic situation 
could exist in cases where an AI system is 
used to find persons in poverty to exploit their 
weaknesses economically. Organisations using 
AI systems for marketing and sales should 
make sure they test their systems against this 
requirement.

The concept of significant harm is common to 
both subliminal techniques and exploitation of 
vulnerable groups. In the legislative process, 
requirements that the harm needed to be 
physical or psychological were dropped. It seems 
that a broad approach is intended to be taken 
to the concept of harm, although recital 29 still 
gives the examples of important adverse impacts 
on physical and psychological health, alongside 
financial interests. The recital also notes that 
harms can be accumulated over time. 

This prohibition is not intended to affect lawful 
medical treatment (e.g. psychological treatment 
of a mental disease carried out with consent). 
Recital 29 also implicitly recognises that 
advertising and some other commercial practices 
inherently depend on nudging – and states that 
the intent is not to prohibit common, legitimate 
and lawful commercial practices, particularly 
in the field of advertising. Consent can play a 
crucial role in these scenarios. In persuasive 
interactions, individuals are aware of the 
influence attempt and can make choices freely 
and autonomously.

Article 5(1)(c) Social scoring

The third prohibition concerns so-called social 
scoring, i.e. classifying individuals or groups 
over a period based on their social behaviour, 
or known, inferred, or predicted personal 
characteristics. Social scoring is prohibited in  
two cases: 

• if it leads to unfavourable treatment in social 
contexts that are unrelated to the context in 
which the data was originally generated; and

• if this leads to unfavourable treatment of 
individuals or groups that is unjustified or 
disproportionate to their social behaviour or  
its gravity.

Social scoring is used by several governments 
around the world. The government in the 
Netherlands stepped down in 2021 due to a 
flawed risk-scoring algorithm, which lead to 
unjustified accusation of fraud for welfare 
benefits based on personal characteristics and 
behaviour. The algorithm in that case targeted 
minorities and people based on their economic 
situation. Whilst governments might be the first 
example that comes to mind when thinking 
about social scoring, the provision is wider and 
encompasses all social scoring systems in public 
or private contexts. Many algorithms inherently 
depend on behavioural scores. However, the 
AI Act only prohibits those scoring systems 
resulting in unfavourable treatment in unrelated 
social contexts. This key restriction targets the 
consequences of social scoring, preventing unjust 
outcomes, or discrimination of individuals or 
groups.

The social scoring prohibition under the AI Act 
therefore depends on the context the data has 
been obtained from and the context the data is 
being used. As the Commission guidelines on 
prohibited practices illustrate, lawful activities, 
like credit and risk scoring in financial services, 
are permitted if they improve service quality or 
prevent fraud. Conversely, an insurance company 
using spending and other financial data from a 
bank to set life insurance premiums is provided as 
an example of unlawful social scoring.

Article 5(1)(d) Profiling for criminal risk 
assessment

The fourth prohibition is placing on the market, 
putting into service, or using AI systems that 
assess or predict the likelihood of a person 
committing criminal offences based solely on 
profiling or on assessing the personality traits 
and characteristics of a person. There is an 
exception for AI systems used to support human 
assessment of involvement of a person in a 
criminal activity, which is based on objective 
and verifiable facts directly linked to a criminal 
activity – i.e. detection tools which are factual 
and supplement, but do not supplant, human 
decision making. This prohibition aims to avoid 
the scenario whereby people are treated as guilty 
for crimes they have not (yet) committed – as 
illustrated in the film Minority Report. It is tied 
to human dignity as laid down in article 1 of the 
Charter of Fundamental Rights.
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The Commission guidelines on prohibited 
practices emphasise that the prohibition can 
extend to private entities if they act with public 
authority or assist law enforcement. For instance, 
a private company analysing data for law 
enforcement might face prohibition if specific 
criteria are met.

The Commission guidelines also suggest that 
retrospective human assessments of AI system 
evaluations can fall outside the scope under 
certain conditions. This is informed by CJEU 
case law, which underscores the importance of 
human review to ensure that AI-driven decisions 
are based on objective criteria and are non-
discriminatory, thus extending beyond the initial 
exemption in the AI Act.

Article 5(1)(e) Facial recognition databases

The fifth prohibited practice is the placing on 
the market, putting into service for the specific 
purpose, or use of AI systems to create or expand 
facial recognition databases through untargeted 
scraping of facial images from the internet or 
CCTV footage. Recital 43 considers this practice 
to add to the feeling of mass surveillance and 
that it can lead to gross violations of fundamental 
rights, including the right to privacy. This may be 
a response to the investigations by supervisory 
authorities into Clearview AI.

The Commission guidelines on prohibited 
practices regarding facial recognition databases 
clarify several key points. Such databases can 
be temporary, centralised, or decentralised, and 
they fall under Article 5(1)(e), if they can be used 
for facial recognition, regardless of their primary 
purpose. Targeted scraping, such as collecting 
images of specific individuals or using reverse 
image searches, is allowed, but combining it with 
untargeted scraping is prohibited. The prohibition 
does not cover untargeted scraping of other 
biometric data, like voice samples, or databases 
not used for recognition, such as those for AI 
model training without identifying individuals.

Article 5(1)(f) Inference of emotions in 
working life and education

The sixth prohibited practice is the placing on 
the market, putting into service for this specific 
purpose, or use of AI systems to infer emotions 
in workplace or schools, except for safety or 
medical reasons such as systems intended for 
therapeutical use. The guidelines clarify that 
the definition of both the school and workplace 

should be interpreted widely and in the case 
of workplace use they should also cover the 
selection and hiring phases of recruitment. The 
exception for the safety or medical reasons on 
the other hand is to be interpreted narrowly. 
For example, systems measuring burnout or 
depression in the workplace would not be 
exempted.

Recital 18 distinguishes between emotions or 
intentions such as happiness, sadness, anger 
etc. It explains that the notion does not include 
physical states, such as pain or fatigue (so, 
systems used in detecting the state of fatigue 
of professional pilots or drivers for the purpose 
of preventing accidents would not be affected). 
It also does not include detection of readily 
apparent expressions such as a frown or a smile, 
or gestures such as the movement of hands, 
arms or head, or characteristics of a person’s 
voice, such as a raised voice or whispering. 
However, the guidelines still do not clarify the 
meaning of “intention” which are also covered by 
the definition of emotion recognition systems.

The AI Act has a defined term of “emotion 
recognition system”, which means an “AI 
system for the purpose of identifying or 
inferring emotions or intentions of natural 
persons on the basis of biometric data”. 

Curiously, article 5(1)(f) does not use this term, 
and refers to any use of AI systems to infer 
emotions (i.e. without the requirement that 
this should be derived from biometric data). 
However, the Commission’s guidelines clarified 
that Article 5(1)(f) should be read as referring to 
the emotion recognition systems as the defined 
term under the Act. They further clarified that 
nonbiometric emotion recognition systems (e.g. 
text-based) are not prohibited provided they 
are not used in conjunction with biometric data 
such as keystroke analysis. The Act references 
the inaccuracy of biometric emotion recognition 
systems and their intrusive nature in settings 
where there is an imbalance of power (such as 
workplace and schools) as the reason for the 
prohibition in such settings. However, the AI Act 
does not explain why it considers non-biometric 
emotion recognition systems as less intrusive or 
more accurate than biometric systems.
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Article 5(1)(g) Biometric categorisation

The seventh prohibition is on the use of 
biometric categorisation systems that categorise 
individuals based on their biometric data to 
deduce or infer certain (not all) special category 
data under the GDPR, namely: race, political 
opinions, trade union membership, religious or 
political beliefs, sex life or sexual orientation. 

Special category data under the GDPR that are 
not covered in the prohibition are inferences 
of ethnic origin, health, and genetic data. 
However, inferring such types of data would 
likely fall under the high-risk category under 
Annex III. Additionally, the prohibition does not 
cover labelling or filtering of lawfully acquired 
biometric datasets or categorising of biometric 
data by law enforcement (e.g. sorting of images 
according to hair colour or eye colour by law 
enforcement to search for suspects). However as 
recital 54 suggests that AI systems intended to 
be used for biometric categorisation according 
to sensitive attributes or special category 
data under the GDPR, in so far as they are not 
prohibited the AI Act, should be classified as 
high-risk and the guidelines also state that most 
AI systems that fall under an exception from a 
prohibition listed in Article 5 AI Act will qualify as 
high-risk this would suggest that the exempted 
labelling and filtering systems would fall under 
the high-risk category.

Recital 16 clarifies that biometric categorisation 
systems do not include purely ancillary features 
which are linked to another commercial service, 
where the feature cannot, for objective technical 
reasons, be used without the main service, and 
where this is not a circumvention mechanism to 
evade AI Act rules (e.g. retail try before you buy 
filters, or social media filters).

The guidelines also clarify that the scope of 
biometric categorisation excludes categorisation 
according to clothes or accessories, such as 
scarfs or crosses, or social media activity.

Article 5(1)(h) Real-time remote biometric 
identification in public spaces

The eighth and last prohibition is the use 
of real-time remote biometric identification 
systems (“RBI”) in publicly accessible spaces for 
law enforcement purposes. RBI systems are AI 
systems for the purpose of identifying natural 
persons, without their involvement, typically at a 

distance, by comparing biometric data with that 
contained in a reference database. Real-time 
systems include those where there is a short 
delay in the comparison. The AI Act does not 
define how much time amounts to “significant 
delay”. However, the guidelines suggest that this 
would likely be the case for when the person is 
likely to have left the place where the biometric 
data was taken and not allow for a quick reaction 
from the law enforcement.

Biometric systems used for verification (i.e. 
confirming that someone is who they claim to be, 
to access a service, a device, or to have security 
access to premises) are distinguished from RBI 
and so not covered by this prohibition (recital 
15). The guidelines clarify that the distinction 
between the identification and verification comes 
from the active involvement of the individual 
in the process which may have minor impact 
on fundamental rights of natural persons. For 
active involvement, however, it is not sufficient 
that persons are informed about the presence 
of cameras, but they need to step actively and 
consciously in front of a camera that is installed 
in a way fostering active participation.

The AI Act allows (but does not require) member 
states to permit use of RBI for law enforcement 
purposes in limited situations where the use of 
RBI is strictly necessary for:

• targeted searches for specific victims of 
abduction, human trafficking, or sexual 
exploitation as well as searching for 
missing persons;

• the prevention of a specific, substantial, and 
imminent threat to the life or physical safety, 
or a genuine and present or foreseeable threat 
of terrorist attack; or

• the localisation or identification of a person 
suspected of having committed a criminal 
offence, conducting a criminal investigation, 
prosecution or executing a criminal penalty 
for serious offences – being those referred 
to in Annex II and punishable in the Member 
State concerned by a prison sentence for a 
maximum period of at least four years.

The exemptions only permit RBI used to confirm 
the identity of the specifically targeted individual. 
In addition, use of RBI should consider the nature 
of the situation, in particular the seriousness, 
probability, and scale of the harm that would be 
caused if the system were not used, against the 
consequences of use on the rights and freedoms of 
the persons concerned.  
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Further, protections include the need to complete 
a fundamental rights assessment, registration of 
the system in an EU database in line with article 49, 
and prior authorisation of each use case by judicial 
or administrative authority (subject to urgency 
measures). In addition, each use of RBI in publicly 
accessible spaces must be notified to the relevant 
market surveillance authority and the national data 
protection authority. The national authorities must 
then report to the European Commission which, 
in turn, prepares an annual state of the nation 
report on usage of RBI in accordance with these 
provisions.

To whom do the 
prohibitions apply?

As set out in Chapter 2, the AI Act distinguishes 
between different actors involved in AI systems, 
attributing specific responsibilities based on 
their role in relation to the AI model or system. 
This method ensures that those who have 
the most influence over the development and 
implementation of AI technologies adhere to the 
highest standards. 

However, the rules on prohibited practices are 
operator-agnostic. In other words, they apply 
universally, independent of the specific role 
of the actor (i.e. whether they are involved 
in the provision, development, deployment, 
distribution, or use of AI systems engaging in 
prohibited practices).

This wide-ranging application highlights the 
Act’s dedication to stopping practices that 
could infringe on fundamental rights or present 
intolerable risks, emphasising a comprehensive 
approach to regulation that covers all types of 
interaction with harmful AI technologies.

Enforcement and fines

When a practice is prohibited, the AI system 
in question may not be used in the EU. In the 
case of an infringement, competent authorities 
may issue a fine of up to 7% of the total 
worldwide annual turnover of the offender for 
the preceding financial year or 35 million EUR, 
whichever is higher.

National market surveillance authorities will be 
responsible for ensuring compliance with the AI 
Act’s provisions regarding prohibited AI systems. 
They will report to the European Commission 
annually about use of prohibited practices 
that occurred during the year and about the 
measures they have taken.  
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Where can I find this?

Subliminal, manipulative or deceptive techniques article 5(1)(a) recitals 28 & 29

Exploitation of vulnerabilities article 5(1)(b) recitals 28 & 29 

Social scoring article 5(1)(c) recital 31 

Profiling for criminal risk assessment article 5(1)(d) recital 42

Facial recognition database article 5(1)(e) recital 43

Inference of emotions in working life and education article 5(1)(f) recitals 44 - 45

Biometric categorisation  article 5(1)(g) recital 30

Real-time remote biometric identification in public spaces  article 5(1)(h)  recitals 32 - 41

Other useful resources

• Commission guidelines on prohibited artificial intelligence practices established by Regulation (EU 
2024/1689 (AI Act)

• ETHICS GUIDELINES FOR TRUSTWORTHY AI: High-Level Expert Group on Artificial Intelligence (2019) 

• EDPB Guidelines on Processing Personal Data Through Video Devices

• EDPB Guidelines on Use of Facial Recognition Technology In The Area of Law Enforcement 

• EDPB Guidelines on Automated Decision Making and Profiling

• EDPB-EDPS Joint Opinion On The Proposal For The Artificial Intelligence Act

• EDPB guidelines on Deceptive Design Patterns in Social Media

• Guidelines on dark patterns from the Finnish Market Authority

https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application
https://digital-strategy.ec.europa.eu/en/library/commission-publishes-guidelines-ai-system-definition-facilitate-first-ai-acts-rules-application
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://www.edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-32019-processing-personal-data-through-video_en
https://www.edpb.europa.eu/our-work-tools/documents/public-consultations/2022/guidelines-052022-use-facial-recognition_en
https://ec.europa.eu/newsroom/article29/items/612053/en
https://www.edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
https://www.edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-032022-deceptive-design-patterns-social-media_en
https://www.kkv.fi/en/consumer-affairs/scams/dark-patterns/
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• AI systems fall within the scope of “high-risk” if 
they are intended to be used as:

— products, or safety components of products, 
which must undergo third-party conformity 
assessment pursuant to the legislation 
covered by Annex I; or 

— for one of the purposes described in  
Annex III.

• Providers, deployers, importers, distributors 
and suppliers to providers of high-risk AI 
systems have obligations under the AI Act. 
Market parties can have multiple roles in 
parallel and need to comply with multiple sets 
of obligations simultaneously.

• Providers of high-risk AI systems have the 
heaviest compliance burden and need to 
carry out a conformity assessment before the 
system can be placed on the market or put 
into service.

• It’s possible to become the provider of a  
high-risk AI system (e.g. by placing your own 
name/trademark on the system, making a 
substantial modification, or using the system 
for different purposes than intended by the 
original provider). 

Determine your role in the value chain 
(provider, deployer, importer, distributor, 
or third-party supplier) and review the 
corresponding obligations. 

Determine whether the AI system falls 
within the scope of high-risk as meant  
in article 6, in conjunction with Annexes I 
and III.

To do listAt a glance

CHAPTER 4

High-risk AI 
systems
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Classification of an AI system as a high-risk AI system 

• marine equipment

• rail systems

• motor vehicles and their trailers

• unmanned aircraft

Note that the legislation in Annex I covers the 
categories above, but can also cover related 
products. For example, the Machinery Regulation 
covers lifting accessories and removable 
mechanical transmission devices as well as 
machinery. It’s also the core regulation for 
robotics, another steadily growing area of AI 
adoption for which the AI Act and its high-risk 
requirements will become highly relevant.

Safety components fulfil a safety function for 
a product, where their failure or malfunction 
would endanger the health and safety of 
persons or property. You should make an 
assessment pursuant to the applicable product 
safety regulation in Annex I to see whether 
the AI system would have to undergo third-
party conformity assessment pursuant to that 
legislation. For example, in the Medical Device 
Regulation, medical devices in class IIa and 
higher are subject to the third-party conformity 
procedure. If an AI-system qualifies as a safety 
component of such a medical device, or if it 
constitutes such a medical device itself, it is a 
high-risk AI system pursuant to the AI Act. 

Some of the legislation covered in Annex I also 
uses terms such as “high-risk” and “medium-risk”. 
However, these categories are independent from 
the classification as high risk under the AI Act. 
For example, under applicable product safety 
legislation a product can be classed as “medium-
risk”, but if the product has to  to undergo third-
party conformity assessment, then an AI system 
that is a safety component of that product, or 
that itself constitutes such a product, will be 
high-risk under the AI Act.  

Category B: Annex III systems 

The stand-alone list of high-risk systems 
currently contains:

• Biometrics: remote biometric identification 
of individuals, biometric categorisation of 
individuals and/or emotion recognition  
of individuals.

The main part of the AI Act regulates high-risk  
AI systems. These are AI systems that can have  
a significant harmful impact on the health,  
safety and fundamental rights of persons in  
the EU. There are two main categories of high-
risk AI systems:

a. systems which are intended to be used as 
safety components of products or systems, 
or which are themselves products or 
systems, falling within the scope of Union 
harmonisation legislation listed in Annex 
I, if required to undergo a third-party 
conformity assessment pursuant to this 
legislation; and

b. systems whose intended purpose falls 
within the scope of the use cases set out in 
Annex III of the AI Act. 

Category A: Annex I systems 

Regarding the first category (a), the product 
safety legislation listed in Annex I covers the 
following categories:

• machinery

• toys

• recreational craft and personal watercraft

• lifts/elevators

• equipment and protective systems for 
potentially explosive atmospheres

• radio equipment

• pressure equipment

• cableway installations

• personal protective equipment

• appliances burning gaseous fuels,  
medical devices

• in vitro diagnostic medical devices

• civil aviation

• 2/3-wheel vehicles

• agricultural and forestry vehicles
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• Management and operation of critical 
infrastructure: to directly protect physical 
integrity or health and safety of individuals 
and property in relation to the management 
and operation of critical digital infrastructure 
(e.g., internet exchange points, DNS services, 
TLD registries, cloud computing services, 
data centres, content delivery networks, trust 
service providers, electronic communication 
networks or services), or in the supply of 
water, gas, heating, or electricity. 

• Education and vocational training: decision-
making in education and vocational training 
(e.g. selection, evaluation, assessment and 
monitoring of students or individuals applying 
to be students).

• Recruitment and HR: decision-making in 
recruitment and HR (e.g. selection, evaluation, 
assessment, promotion, termination, task 
allocation and monitoring of employees and/
or other workers and/or applicants).

• Essential services: evaluating the (continued) 
eligibility of individuals for public assistance 
benefits (e.g. healthcare services, social 
security allowances, disability benefits); 
evaluating creditworthiness of individuals 
or establishing their credit score (with the 
exception of the detection of financial fraud); 
risk assessment and pricing in relation to 
individuals in the case of life and health 
insurance; and evaluating and classifying 
emergency calls or making decisions in 
relation to dispatching or prioritisation of 
the dispatching of emergency first response 
services (e.g. police, firefighters, medical aid); 
and emergency healthcare patient triage.

• Crime analytics: assessment by/on behalf of/
in support of law enforcement authorities: (i) 
of the risk of individuals of becoming a victim 
or (re-)offender; (ii) of personality traits and 
characteristics; (iii) of past criminal behaviour 
of individuals or groups; or (iv) consisting 
of profiling of persons, in the course of the 
detection, investigation or prosecution of 
criminal offences.

• Evidence gathering and evaluation: 
evaluation of reliability of evidence during 
the investigation or prosecution of criminal 
offences, or in the course of applications 
for asylum, visa or residence permits, or 
with regard to associated complaints; use of 
polygraphs or similar tools by/on behalf of/
in support of law enforcement authorities or 
authorities conducting migration, asylum and/
or border control.

• Immigrant identification, migration risk and 
migration application assessment: detecting, 
recognising or identifying individuals (with the 
exception of verification of travel documents) 
in the context of migration, asylum or border 
control management; assessment of risk (e.g. 
security risk, risk of irregular migration or 
health risk) posed by individuals who intend 
to enter or have entered the territory of an 
EU country and examination of applications 
for asylum, visa or residence permits and for 
associated complaints.

• Administration of justice: assisting judicial 
authorities or alternative dispute resolution 
institutions in researching and interpreting facts 
and the law and in applying the law to facts.

• Democratic processes: influencing the 
outcome of an election or referendum or 
voting behaviour of individuals.

Note that Annex III may be amended by the 
Commission (article 7).

The intended purpose is defined in article 
3(12) as: “the use for which an AI system 
is intended by the provider, including the 
specific context and conditions of use, as 
specified in the information supplied by 
the provider in the instructions for use, 
promotional or sales materials  
and statements, as well as in the  
technical documentation.”

Exceptions: not sufficiently high-risk

Article 6(3) provides that AI systems whose 
intended purpose falls within the scope of Annex 
III, so that they would (absent this provision be 
high-risk) shall nonetheless not be considered as 
high-risk if they do not pose a significant risk of 
harm to the health, safety or fundamental rights 
of natural persons. The article mentions four 
criteria. The exemption can be relied upon if one 
or more of these criteria are fulfilled (article 6(3) 
and recital 53): 

• the AI system is intended to perform a narrow 
procedural task; 

— Example: a system which transforms 
unstructured data into structured data or a 
system which detects duplicates of documents
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• the AI system is intended to improve the result 
of a previously completed human activity;

— Example: a system which improves the 
professional tone or academic style of 
language used in already drafted documents

• the AI system is intended to detect decision-
making patterns or deviations from prior 
decision-making patterns and is not meant to 
replace or influence the previously completed 
human assessment, without proper human 
review; or

— Example: a system which  checks  flags 
inconsistencies or anomalies in the grades 
applied by a teacher, when compared with 
an existing grading pattern for that teacher 

• the AI system is intended to perform a 
preparatory task to an assessment relevant for 
the purpose of the use cases listed in Annex III

— Example: a system for translating 
documents.

The exception does not apply if the AI system 
involves profiling of natural persons within 
the meaning of article 4(4) of Regulation (EU) 
2016/679 (GDPR) or article 3 (4) of Directive (EU) 
2016/680 (Data Protection Enforcement Directive) 
or article 3, (5) of Regulation (EU) 2018/1725 (Data 
Protection for EU institutions) (recital 53).

Companies deciding to make use of this 
exemption should note that they carry the burden 
of proof as to whether the system is high-risk. 
The assessment under  article 6(3) must be 
documented before the system is placed on the 
market or put into service and the system must 
be registered (articles 49(2) and 6(4)). Providers of 
such systems must provide this documentation to 
national competent authorities on request.

The Commission will provide guidelines 
specifying the practical implementation of article 
6, including a comprehensive list of practical 
examples of high-risk and non-high-risk use 
cases of AI systems (article 6(5)). It may also 
adopt delegated acts adding to or modifying 
the criteria for article 6(3). The guidelines are 
expected to be published within six months after 
entry into force of the AI Act.

Obligations for providers of high-risk AI systems

The AI Act provides a detailed list of obligations for providers and deployers of high-risk AI systems as 
follows in Chapter III, Sections 2, 3 and 4:

Obligations for providers on high-risk AI systems

Requirements of 
Section 2 Ensure compliance with requirements of Section 2 (see below).

Name of provider 
and contact 
information

Indicate on the system (or, if not possible, on its packaging or 
accompanying documentation) the name of the provider or its brand and 
its contact information.

Quality 
management 
system

Have a quality management system complying with article 17.
(Article 17 provides a detailed list of aspects of the system to be 
documented through policies, procedures and instructions). 

Documentation

Keep the documentation referred to in article 18. The documentation  
will include: 
• technical documentation (article 11)

• documentation concerning the quality management system (article 17)

• documentation concerning changes approved by notified bodies,  
where applicable

• decisions and other documents issued by notified bodies, where applicable

• the EU declaration of conformity (article 47).
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Logs

If the system is under their control, keep logs automatically generated by 
the system (article 19).

Such logs must be kept for a period appropriate to the intended purpose 
of the high-risk AI system. The period should be at least six months (unless 
any personal data protection provisions state otherwise).

Conformity 
Assessment 

Ensure that the system undergoes the relevant conformity assessment 
procedure in article 43, prior to being placed on the market or put into 
service (see below).

Declaration of 
conformity

Draw up an EU declaration of conformity (article 47).
See below.

CE marking

Affix the CE marking to the high-risk AI system (or, if not possible, on its 
packaging or accompanying documentation). 

The CE marking will confirm the conformity of the high-risk AI system with 
the AI Act as per article 48.
See below.

Registration 
obligation

Comply with EU Database registration obligations (article 49(I)).
See below.

Corrective actions 
/ provision of 
information

In cases where the system is not in conformity with the AI Act, take the 
necessary corrective actions, or withdraw, disable, or recall it.

Where the system presents a risk to safety, or the fundamental rights  
of persons, inform the competent market surveillance authorities  
and, where applicable, the notified body that issued a certificate for  
that system (article 79).

Demonstration of 
conformity

Upon a reasoned request of a national competent authority, demonstrate 
the conformity of the system with the requirements set out in Section 2 
(see above), providing all necessary information and documentation.
The duties relating to cooperation with competent authorities are set out in 
more detail in article 21. 
Any information shared with a national competent authority shall be 
treated as confidential. 

Accessibility 
requirements

Ensure the high-risk AI system complies with accessibility requirements in 
accordance with: 

• Directive (EU) 2016/2102 (on the accessibility of the websites and mobile 
applications of public sector bodies); and 

• Directive (EU) 2019/882 (on the accessibility requirements for products 
and services).
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Harmonised standards and conformity assessment 
procedure for providers of high-risk AI systems

Harmonised standards

Harmonised standards will be published in the 
Official Journal of the European Union. If the AI 
system complies with these standards, there 
will be a presumption of conformity with the 
requirements for high-risk AI systems in Chapter 
III, Section 2 (article 40(1).

Harmonised standards are highly relevant 
in practice. Under traditional product safety 
laws, ‘manufacturers’ usually follow them to 
demonstrate compliance with product safety law 
requirements. This will be similar under the AI Act.

The European Commission issued a (draft) 
standardisation request in accordance with article 
40(2) to standardisation bodies CEN/CELENEC, 
requesting these bodies to draft harmonised 
standards covering the requirements of Chapter 
III, Section 2 by 30 April 2025.

Conformity assessment procedure

The conformity assessment procedure for 
high-risk AI systems under article 43 requires 
providers to demonstrate compliance with the 
requirements for high-risk AI systems in Section 
2 of Chapter III (overview below).

Annex III high-risk AI systems

Here, the AI Act outlines two primary procedures 
for conformity assessment. Most providers 

of high-risk AI systems in Annex III (i.e. those 
referred to in points 2 to 8 of Annex III),  must 
follow the internal control procedure specified 
in Annex VI, without involving a notified body. 
Providers of high-risk AI systems listed in 
point 1 of Annex III (biometrics), who have 
applied harmonised standards or common 
specifications, as referenced in articles 40 and 41 
must also follow the internal control procedure 
sufficient. However, for providers of high-risk 
biometric systems who have not done this 
theinvolvement of a notified body is required. 

Annex I high-risk AI systems

If a high-risk AI system falls under Union 
harmonisation legislation listed in Section A of 
Annex I, the conformity assessment procedures 
from those legal acts apply. The high-risk AI 
system requirements of Section 2 in Chapter III 
are integrated into this assessment, and specific 
provisions of Annex VII also apply. Notified 
bodies under these legal acts must comply with 
certain requirements of the AI Act, to ensure 
consistent oversight. 

New conformity assessments for substantial 
modifications 

Substantial modifications to high-risk AI systems 
necessitate a new conformity assessment. 
However, changes that form part of the system’s 
predetermined learning process do not count as 
substantial modifications.

Requirements for high-risk AI systems 

Focus on Articles 8-15; requirements for high-risk AI systems

Compliance with 
the requirements 
(Article 8)

Article 8 emphasises that high-risk AI systems must meet technical and 
organisational requirements (articles 9-15) throughout their life cycle, 
considering the intended use and the status of the technology. It’s crucial 
to prioritise requirements impacting humans and if suitable trade-offs are 
not found, the AI system should not be deployed.

Risk management 
(Article 9)

Article 9 requires providers to establish a risk management system. This 
is an ongoing process to identify, analyse, and mitigate foreseeable risks, 
including designing risk reduction measures, implementing controls, 
and providing user information and training. The measures taken must 
be documented and high-risk AI systems tested at appropriate stages to 
ensure consistent performance.

https://ec.europa.eu/growth/tools-databases/enorm/mandate/593_en
https://artificialintelligenceact.eu/annex/3
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Data governance 
(Article 10)

Robust data governance is a critical component of the technical and 
organisational requirements for high-risk AI systems. High-quality, 
representative, and to the best extent possible error-free and complete 
training, validation, and testing datasets are required to ensure proper 
functioning and safety of the system. Providers must also take measures 
to mitigate biases in datasets that could lead to prohibited discrimination, 
including by processing special categories of personal data under specific 
conditions. Certified third-party services can be employed for data 
integrity verification and to demonstrate compliance with the AI Act’s data 
governance requirements.

Technical 
documentation 
and record keeping 
(Articles 11 and 12)

Articles 11 and 12 necessitate detailed technical documentation and 
record-keeping logs throughout the system’s lifecycle. Providers must 
prepare this before deployment and regularly update it. It should cover 
all aspects of the system, including its characteristics, algorithms, data, 
training, testing, validation, and risk management. High-risk AI systems 
should also automatically record usage logs to provide traceability and 
identify potential risks or needed modifications.

Transparency 
and provision 
of information 
(Article 13)

Article 13 mandates clear, comprehensive instructions for deployers 
of high-risk AI systems. These instructions should enable deployers to 
understand and use the system’s outputs correctly. The system’s decision-
making must be understandable, and details on its identity, characteristics, 
limitations, purpose, accuracy, risks, capabilities, oversight, maintenance, 
and expected lifespan must be provided. All documentation should be 
tailored to the needs and knowledge level of the intended deployers.

Human oversight 
(Article 14)

Human oversight measures must prevent or minimise risks to health, 
safety, and rights. These measures must be proportionate to the system’s 
risks and level of autonomy. Human operators should also be able to 
override the system if necessary. 

Oversight can be achieved through:

• Built-in system constraints and responsiveness to human operators.

• Provider-identified measures for deployers to help them make informed, 
autonomous decisions.

• Oversight approaches can include human-in-the-loop, human-on-the-
loop, or human-in-command, depending on the application’s risks.

Accuracy, 
robustness and 
cybersecurity 
(Article 15)

Article 15 mandates that high-risk AI systems must achieve suitable 
accuracy, robustness, and cybersecurity levels. Accuracy measures include 
minimising prediction errors, robustness measures ensure systems can 
handle errors and inconsistencies. Lastly, cybersecurity measures shall 
protect against unauthorised system alterations in which case compliance 
can be demonstrated through the EU Cyber Resilience Act for relevant AI 
systems subject to the EU Cyber Resilience Act.
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Obligations for deployers of high-risk AI systems

The AI Act provides for obligations for deployers 
of high-risk AI systems (article 26):

Technical and organisational measures

Deployers must take appropriate technical and 
organisational measures to ensure they use such 
systems in accordance with the instructions for 
use accompanying the systems. 

Human oversight

Deployers must assign human oversight to 
natural persons who have the necessary 
competence, training and authority, as well as 
the necessary support.

Input data

Where the deployer exercises control over input 
data, that deployer must ensure that the input 
data is relevant and sufficiently representative. In 
other words, this principle states the deployer’s 
responsibility as to the quality of the input data.

Monitoring high-risk AI system

Deployers must monitor the operation of the high-
risk AI system based on the instructions for use. 

Deployers must inform providers in accordance 
with article 72 relating to post-marketing 
activities. If the deployer identifies a  risk  per 
article 79(1) it will immediately inform the 
provider, and then the importer or distributor 
and the relevant market surveillance authorities 
and suspend the use of that system. If a serious 
incident is identified, deployers must also 
immediately inform the provider, and then the 
importer or distributor and the relevant market 
surveillance authorities of that incident. 

Logs

Deployers of high-risk AI systems must keep 
logs automatically generated by that high-risk 
AI system where these  logs are under their 
control, for a period appropriate to the intended 
purpose of the high-risk AI system. This period is 
at least six months, unless provided otherwise in 
applicable Union or national law, in particular on 
the protection of personal data.

Information to the workers’ representatives

Deployers who are employers must inform 
workers’ representatives and the affected 
workers that they will be subject to the use of the 
high-risk AI system. 

Public authority deployers

Deployers of high-risk AI systems who are public 
authorities, or Union institutions, bodies, offices 
or agencies must comply with the EU Database 
registration obligations under article 49. 

Data protection impact assessment

If deployers of high-risk AI systems are required 
to perform a data protection impact assessment 
under article 35 of Regulation (EU) 2016/679 
(GDPR) or article 27 of Directive (EU) 2016/680 
(Data Protection Enforcement Directive), they 
must make use of the information provided by 
the provider under article 13 of the AI Act. 

Investigation for criminal offences – high-
risk AI system for post-remote biometric 
identification

Without prejudice to Directive (EU) 2016/680 
(Data Protection Enforcement Directive), in the 
framework of an investigation for the targeted 
search of a person suspected or convicted of 
having committed a criminal offence, someone 
who wishes to  deploy a high-risk AI system for 
post-remote biometric identification must request 
an authorisation for this use, ex-ante, or without 
undue delay and no later than 48 hours, from a 
judicial authority or an administrative authority.

Fundamental rights impact assessment for 
high-risk AI systems

Prior to deploying a high-risk AI system referred 
to in article 6(2) (i.e. high-risk AI systems detailed 
in Annex III of AI Act), deployers that are:

I. bodies governed by public law, or

II. private entities providing public services, 
and in each case are

III. deployers of high-risk AI systems intended 
to be used 
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a. to evaluate the creditworthiness of natural 
persons or establish their credit score (apart 
from AI systems used for the purpose of 
detecting financial fraud), and

b. for risk assessment and pricing in relation to 
natural persons in the case of life and health 
insurance must perform an assessment 
of the impact of the use of the system on 
fundamental rights (FRIA) . There is an 
exception for high-risk AI systems relating to 
critical infrastructure.

The assessment consists of:

• a description of the deployer’s processes in 
which the high-risk AI system will be used in 
line with its intended purpose;

• a description of the time period within which, 
and the frequency with which, each high-risk 
AI system is intended to be used;

• the categories of natural persons and groups 
likely to be affected by its use in the specific 
context;

• the specific risks of harm likely to have an 
impact on the categories of natural persons 
or groups of persons identified pursuant to 
point above, considering the information 
given by the provider pursuant to article 13; 

• a description of the implementation of 
human oversight measures, according to the 
instructions for use; and

• the measures to be taken in the case of the 
materialisation of those risks, including the 
arrangements for internal governance and 
complaint mechanisms.

Obligations for other parties 
in connection with high-risk  
AI systems

Most obligations regarding high-risk systems 
in the AI Act are directed at providers and 
deployers. However, there are also a limited 
set of obligations for other parties: namely, 
importers and distributors of high-risk AI 
systems, and suppliers of any systems, tools, 
services, components or processes which are 
used or integrated in high-risk AI systems. 
Examples of services by suppliers include 
model (re)training, testing and evaluation 
and integration into software (recital 88). The 
obligations do not apply to suppliers that offer 
the relevant product or service under a free and 
open-source licence (article 25(4)). Additionally, 
it is possible for parties other than the original 
provider of an AI system to be assigned the role 
of provider of a high-risk AI system by the AI Act.
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Importers (article 23) Distributors (article 24) Suppliers (article 25)

Verification: before placing 
the system on the market, 
verifying that the provider  
has genuinely: 

• carried out the conformity 
assessment procedure;

• drawn up the technical 
documentation;

• affixed the CE marking 
and has attached the EU 
declaration of conformity; 
and

• appointed an authorised 
representative. 

Verification: before making 
the system available on the 
market, verifying that:

• it bears the CE marking;

• it is accompanied by a copy 
of the EU declaration of 
conformity and instructions 
for use; and 

• the provider and the 
importer, as applicable, 
have complied with their 
respective obligations.

Provide assistance: by 
written agreement, specifying 
the necessary information, 
capabilities, technical access 
and other assistance based on 
the generally acknowledged 
state of the art, in order to 
enable the provider of the 
high-risk AI system to fully 
comply with their obligation.

The AI Office/Commission may 
also develop and recommend 
voluntary model contractual 
terms between providers of 
high-risk AI systems and their 
third-party suppliers (article 
25(4)) and recital 90).

Risk flagging: inform the 
provider, the authorised 
representative and the market 
surveillance authority when 
the system presents a risk1 to 
health, safety or fundamental 
rights of persons. 

Risk flagging: not make the 
system available when the 
distributor considers or has 
reason to consider that the 
system is not in conformity 
with the requirements set 
out in Section 2, until the 
system has been brought 
into conformity, and where 
the system presents a risk to 
health, safety or fundamental 
rights of persons, immediately 
inform the provider or the 
importer of the system and 
the competent authorities, 
giving details, in particular, of 
the non-compliance and of 
any corrective actions taken.

Care: ensure that storage or 
transport conditions do not 
jeopardise compliance with 
the requirements in Section 2.

Care: ensure that storage or 
transport conditions do not 
jeopardise compliance with 
the requirements in Section 2.

1. Risk here means: “having the potential to affect adversely health and safety of persons in general, health and safety (...) to a 
degree which goes beyond that considered reasonable and acceptable in relation to its intended purpose or under the normal or 
reasonably foreseeable conditions of use of the product concerned, including the duration of use and, where applicable, its putting 
into service, installation and maintenance requirements” (article 79(1) AI Act in conjunction with Article 3(19) of Regulation (EU) 
2019/1020 (Market surveillance regulation).

Obligations for importers, distributors and suppliers 

Articles 23, 24 and 25 set out the obligations for importers, distributors and suppliers:
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Importers (article 23) Distributors (article 24) Suppliers (article 25)

Cooperation with 
authorities: upon a 
reasoned request, provide 
competent authorities with 
all necessary information/ 
documentation, including 
technical documentation, to 
demonstrate conformity of the 
system and cooperate with 
these authorities in any action 
they take in relation to the 
system.

Cooperation with 
authorities: upon a reasoned 
request, provide competent 
authorities with all necessary 
information/documentation 
regarding their obligations 
in the rows above to 
demonstrate the conformity 
of that system, and cooperate 
with these authorities in any 
action they take in relation to 
the system.

Record keeping: keep, for a 
period of ten years after the 
system has been placed on 
the market/put into service, a 
copy of: the certificate issued 
by the notified body (in the 
event of third-party conformity 
assessment), the instructions 
for use and the EU declaration 
of conformity.

Contact details: indicate 
name, registered trade name 
or registered trademark and 
the address at which the 
importer can be contacted 
on the system and its 
packaging or accompanying 
documentation.

Corrective actions: take the 
corrective actions necessary 
to bring the system into 
conformity, where the 
distributor considers or has 
reason to consider the system 
not to be in conformity with 
the requirements set out in 
Section 2, or withdraw or 
recall the system, or ensure 
that the provider, the importer 
or any relevant operator, 
as appropriate, takes those 
corrective actions.
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Becoming a provider of someone else’s  
(high-risk) AI system

Article 25(1) provides that a person will be 
considered the provider of a high-risk AI system, 
even if that person was not originally the 
provider of the AI system, when that person:

• places their name or trademark on a high-
risk AI system which is already placed on the 
market or put into service; 

• makes a substantial modification2 to an 
existing high-risk AI system in such a way that 
it remains high-risk; and/or

• modifies the intended purpose of an AI system 
of an AI system which is not currently high-risk 
so that it becomes high-risk.

If any of these three situations occur, the original 
provider will no longer be considered the 
provider of the (new or newly used) AI-system. 
One situation which often occurs in practice  
that could lead to such switching of provider 
roles is the deployment of a general-purpose  
AI system by a deployer in a way that falls  
within the high-risk category as set out in 
article 6 (and Annexes I and III). As such, if a 
person deploys  a general-purpose AI system 
in a high-risk way, that deployer assumes the 
responsibilities of a provider.

The new provider will assume all the obligations 
of a provider of a high-risk AI system. The original 
provider is obliged to closely cooperate with the 
new provider and make available the necessary 
information and provide reasonably expected 
technical access and other assistance to the new 
provider to bring the system into conformity with 
the AI Act (article 25(2)). If, however, that original 
provider had ”clearly specified” that the AI system 
was not to be changed into a high-risk AI system 
(article 25(2)) or “expressly excluded the change 
of the AI system into a high-risk AI system” (recital 
86), for example by prohibiting deployment for 
high-risk purposes in the applicable contract(s), 
then that original provider is not obligated to do 

2. A ‘substantial modification’ is defined in article 3(23) as “a change to an AI system after its placing on the market or putting into 
service which is not foreseen or planned in the initial conformity assessment carried out by the provider and as a result of which 
the compliance of the AI system with the requirements set out in Chapter III, Section 2 is affected or results in a modification to the 
intended purpose for which the AI system has been assessed”. The Commission will provide further guidelines on the practical 
implementation of the provisions related to substantial modification (Article 96(1)(c)). Recital 84 also provides that provisions 
established in certain Union harmonisation legislation based on the New Legislative Framework, such as the Medical Device 
Regulation, should continue to apply. For example, article 16(2) of the Medical Device Regulation provides that certain 
changes should not be modifications of a device that could affect its compliance with the applicable requirements, and 
these provisions should continue to apply to high-risk AI systems which are medical devices within the meaning of the 
Medical Device Regulation.

this. If high-risk deployment is not prohibited, 
then the co-operation obligation applies, but is 
without prejudice to the need to observe and 
protect intellectual property rights, confidential 
business information and trade secrets (article 
25(5)). As such, the original provider does not 
have to help to the extent that it compromises 
their own intellectual property rights or trade 
secrets (recital 88).

The Commission will provide guidelines on the 
application of the requirements and obligations 
referred to in this article 25 (article 96(1)(a)).
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Scope of high-risk systems article 6, Annexes I  
and III

recitals 46-63

Requirements for providers of high-risk AI systems articles 8-22, 43,  
47-49 

recitals 64-83,  
123-128, 147, 131

Requirements for deployers of high-risk AI systems article 26, 27 recitals 91-96

Requirements for importers of high-risk AI systems article 23 recitals 83

Requirements for distributors of high-risk AI systems article 24 recitals 83

Requirement for third-party suppliers to  
high-risk systems

article 25 recitals 83-90

Standards article 40, 41 recital 121 

Conformity assessment procedure article 28 recital 149

Where can I find this?
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• General-purpose AI models are versatile 
AI components demonstrating immense 
generality in the tasks they can handle, 
particularly encompassing current generative 
AI models.

• Fine-tuning and modification of general-
purpose AI models may result in new general-
purpose AI models. 

• Providers of general-purpose AI models 
are tasked with a number of transparency 
obligations both towards the AI Office and 
competent authorities as well as towards AI 
systems providers intending to integrate their 
AI systems with general-purpose AI models.

• General purpose AI models that pose systemic 
risks, i.e., the most versatile and powerful 
models to date, are under heightened 
evaluation, transparency, security, risk 
assessment and incident management 
obligations. The classification procedure for 
general-purpose AI models with systemic risk 
should be a key area of focus for general-
purpose AI models providers. 

• The development and publication of codes of 
practice will help general-purpose AI models 
providers identify specific technical and 
organisational measures to implement in 
order to comply with their obligations. 

• Provisions regarding general-purpose AI 
models will apply from 2 August 2025.

For providers of general-purpose AI 
models: undertake a thorough governance 
review and make necessary adjustments 
to ensure compliance – the obligations for 
providers of general-purpose AI models 
are among the strictest in the AI Act. 

For providers of general-purpose AI 
models: conduct a comprehensive legal 
IP assessment – regulations for general-
purpose AI models are heavily intertwined 
with IP laws, particularly regarding the 
copyright policy and the various training 
data obligations.

For providers of general-purpose AI 
models: continuously and closely  
monitor the thresholds for “systemic risk,” 
as these may be adjusted over time via 
delegated acts. 

For providers of general-purpose 
AI models: keep an eye out for the 
development and publication of codes 
of practice, which will include specific 
and technical details on how to comply 
with the obligations for general-purpose 
model providers in practice. Sign up to our 
Connected newsletter and keep up with 
the latest developments here!

Familiarise yourself with the concepts 
of general-purpose AI models, general-
purpose AI systems, AI systems, and 
high-risk AI systems – and their relation to 
each other. This understanding is crucial 
for assessing which systems your company 
uses or markets and for making informed 
legal evaluations.

To do listAt a glance

CHAPTER 5

General-purpose 
AI models

https://www.twobirds.com/en/capabilities/sectors/technology-and-communications/connected-newsletter
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Background and relevance of 
general-purpose AI models 

One of the most prominent debates in the 
legislative process of the AI Act revolved around 
the regulation of general-purpose AI. The first draft 
of the AI Act (the Commission’s proposal of April 
2021) was based on the understanding that each AI 
system is created for a specific purpose, and that 
this purpose can be associated with a specific risk 
potential. This classification did not have in mind 
foundation models which are trained on broad 
data such that it can be applied across a wide 
range of use cases. These AI models did not fit 
into the risk-based scheme of the first draft of the 
AI Act. The categorisation had to be expanded to 
include a new category that took into account the 
specific capabilities and dangers of such models. In 
the summer of 2023, the “foundation model” (later 
renamed general-purpose AI) was added to the 
then-current draft of the AI Act.

The AI Act’s chapter on the regulation of general-
purpose AI models holds significant importance 
for two main reasons: 

• firstly, it addresses generative AI, a subset 
of AI that is currently opening up the most 
intriguing new opportunities in the business 
environment and encompasses the majority of 
corporate use cases; and 

• secondly, the requirements for general-
purpose AI under the AI Act, alongside 
those for high-risk AI systems, are the most 
demanding in the AI Act, necessitating the 
utmost diligence in corporate implementation. 

This significance is only somewhat diminished by 
the fact that all requirements are directed solely 
at providers, not deployers. 

Terminology and 
general-purpose AI 
value chain

General-purpose AI models and general-
purpose AI systems

Article 3(63) outlines the characteristics of a 
general-purpose AI model, emphasising its 
versatility and competence across various tasks. 

Recital 98 highlights two key indicators: 

1. having at least a billion parameters; and 

2. being trained with a large amount of data 
using self-supervision. 

These models are distinguished by their ability 
to integrate into and function within diverse 
downstream systems or applications. Typically, 
general-purpose AI models undergo extensive 
training with large datasets, often utilising 
methods like self-supervision at scale. Recital 
99 further specifies that large generative AI 
Models, such as LLMs or Diffusion Models, are 
typical examples of general-purpose AI models.

Recital 97 clarifies that while general-purpose  
AI models are crucial components of AI systems, 
they are not AI systems themselves. Additional 
elements, such as user interfaces, are needed 
to transform general-purpose AI models into 
fully operational AI systems. A general-purpose 
AI system is an AI system built upon a general-
purpose AI model, maintaining its versatility 
across various tasks (article 3(66) and recital 
100). To clarify with an example, a system that 
solely performs translations would likely not 
qualify as a general-purpose AI system. 

General-purpose AI systems and high-risk  
AI systems

Recital 85 emphasises that general-purpose AI 
systems, due to their versatility, may function 
as high-risk AI systems or as components within 
them. Providers of general-purpose AI systems 
must collaborate closely with providers of high-
risk AI systems to ensure compliance with the AI 
Act and to distribute responsibilities fairly along 
the AI value chain (see Chapter 4 for more on 
high-risk systems).
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Modification and fine-tuning of general-
purpose AI models 

Modifying or fine-tuning a general-purpose AI 
model, where a new specialised training data 
set is fed into the model to achieve better 
performance for specific tasks, does not 
transform it into a general-purpose AI system; it 
remains an abstract model without an interface. 
Instead, such actions create a modified or 
fine-tuned general-purpose AI model. Recital 
97 and recital 109 specify that a provider who 
modifies or fine-tunes a general-purpose AI 
model has limited obligations related only to 
the changes made, including providing technical 
documentation or a summary of the training 
data used.

Obligations for providers of 
general-purpose AI models 

A provider of a general-purpose AI model that 
places such a model on the market, or integrates 
it with its own AI system and places it on the 
market or puts it into service, is obliged to:

a. prepare and maintain up-to-date technical 
documentation containing i.a. a description 
of the model and information on its 
development process (including training, 
testing and validation) for the purpose of 
making it available to the AI Office and 
competent authorities (article 53(1)(a)) – 
a list of the minimum information required 
is provided in Annex XI;

b. prepare, maintain up-to-date and make 
certain information and documentation 
available to downstream AI systems 
providers (i.e. those who wish to integrate 
their AI systems with the general-purpose 
AI model) so that they can understand the 
model’s characteristics and comply with 
their own obligations (article 53(1)(b)) – a list 
of the minimum information required is 
provided in Annex XII; providers are allowed 
to balance the information they share 
against their need to protect confidential 
business information and trade secrets;  

c. establish a policy to comply with the EU 
regulations on copyright and related rights 
(article 53(1)(c)), taking into account, i.a., the 
right to opt-out of text and data mining as 
provided for in article 4(3) of Directive (EU) 
2019/790 -on copyright and related rights 

in the Digital Single Market (the AI Act does 
not specify other matters that have to be 
addressed in the policy);

d. prepare and publicly share a comprehensive 
summary on the data used for training the 
model (article 53(1)(d)) – the AI Office is 
tasked with providing a template for this 
purpose; as the recital 107 explains the 
summary should allow interested parties to 
exercise their rights by, for example, listing 
main data collections, databases or data 
archives used;

e. cooperate with the relevant authorities 
when they exercise the powers granted to 
them under AI Act (article 53(3)); and

f. if the provider is established outside the EU: 
appoint an authorised representative in the 
EU (article 54(1)).

If a provider releases a general-purpose AI model 
under a free and open-source licence and makes 
relevant information publicly available, it is not 
obliged to fulfil the requirements listed in a-b 
and f above – unless the general-purpose AI 
model is qualified as presenting a systemic risk 
(article 53(2) and article 54(6)).

General-purpose AI models 
with systemic risk

Qualification criteria

The AI Act introduces specific heightened 
obligations for general-purpose AI models 
presenting “systemic risks”, e.g. reasonably 
foreseeable negative effects relating to major 
accidents, disruption of critical sectors, serious 
consequences to public health and safety, public 
and economic security, democratic processes, 
the dissemination of false or discriminatory 
content, etc. (recital 110).

According to article 51(1) of the AI Act, a 
general-purpose AI model is classified as a 
general-purpose AI model with systemic risk 
if it meets one of these two conditions: (a) it 
has “high impact capabilities” evaluated on the 
basis of technical tools and methodologies, or 
(b) is designated by the Commission as having 
capabilities or impact equivalent to those set out 
in point (a) having regard to the criteria set out 
in Annex XIII of the AI Act. These criteria notably 
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include the number of parameters of the model, 
the quality or size of the data set, the amount 
of computation used for training, the model’s 
impact on the European market, the number of 
registered users the EU. 

In addition, a model is presumed to have “high 
impact capabilities” if it is trained with more than 
10^25 floating point operations, i.e., massive 
computing powers (article 51(2)). At the time of 
this Guide, only a handful of Large Language 
Models seem to meet this threshold.

Article 52 of the AI Act sets out the classification 
procedure. Most notably, providers of general-
purpose AI models which meet the systemic 
risk classification conditions must notify the 
Commission without delay, and at the latest 
within two weeks after that requirement is  
met or it becomes known that it will be 
met. Providers may present arguments 
to demonstrate that their models do not 
pose systemic risks despite meeting the 
requirements. Should such arguments be 
rejected by the Commission, the concerned 
models will be considered as presenting 

systemic risks. Upon “reasoned request” of 
a provider, the Commission may decide to 
reassess the classification (article 52(5)). 

A list of general-purpose AI models with systemic 
risk will be published and updated by the 
Commission (article 52(6).

Obligations for providers of general-purpose 
AI models with systemic risk

In addition to the general requirements 
applicable to all general-purpose AI models 
providers, the AI Act imposes additional 
heightened obligations on providers of general-
purpose AI models with systemic risk (articles 
53(1) and 55(1)). These obligations apply prior 
to the models’ placing on the market and 
throughout their entire lifecycle, and relate to: 

• models evaluation; 

• assessment and mitigation of systemic risks; 

• incident management and reporting; 

• increased level of cybersecurity protection; 
and 

• extended technical documentation.
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The AI Act classifies AI systems by risk level, with 
increased transparency demands for high-risk 
categories. Transparency is required for high-risk 
AI systems before they are placed on the market 
or put into service. See Chapter 4 of this guide 
for more details regarding the transparency 
requirements for high-risk AI systems.

Additionally, the AI Act mandates transparency 
requirements under article 50 for specific  
types of products, requiring that adequate 
information be provided to individuals, by  
either providers or deployers.

• Disclaimers: providers of AI systems intended 
to interact directly with individuals’ need 
to design and develop them, so that the 
individuals will be informed about the fact that 
they are interacting with an AI system.

• Marking requirement: providers of  
AI systems must mark AI-generated  
content (audio, images, videos, text) in 
a way that distinguishes it from human-
generated content.

• Deepfake marking: AI-generated content 
(images, audio, video) that resembles real 
entities and could mislead people into 
believing it is authentic must be labelled.

• Emotion recognition system/ biometric 
categorisation system: deployers of AI-
systems should make individuals aware of the 
operation of these systems.

The AI Act’s transparency obligations collate 
with the other regulatory framework in the EU.  
In particular, there is some overlap between  
the transparency requirements of the GDPR  
and the AI Act, although the latter is more 
technical in nature. 

Deepfakes: label as ‘Deepfake’ in a clear 
and distinguishable manner to disclose 
their artificial creation or manipulation.

Implement Marking: ensure AI-generated 
content is marked in a machine-readable 
format.

For providers

For deployers

To do listAt a glance

CHAPTER 6

Transparency

Implement Disclaimers: ensure proper 
disclaimers are added to AI systems 
intended to interact directly with 
individuals.

Emotion recognition system/ biometric 
categorisation system: make individuals 
aware that such a system is operating.
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General transparency obligations

• Form: in practice, providers can design a 
disclaimer in different forms (e.g. as an avatar, 
icon or interface), as long as it provides clear 
information that the individual is interacting 
with an AI system.

Exemptions

• Obvious cases: if, considering the 
circumstances and the context of the AI 
system use, it is obvious for an individual who 
is reasonably well-informed, observant and 
circumspect that they are interacting with an 
AI system, then the system is exempt from this 
transparency requirement. 

• Legal use: AI systems that are permitted 
by law for use in detecting, preventing, 
investigating, or prosecuting criminal  
activities, that are subject to appropriate 
safeguards for the rights and freedoms of 
third parties, are also exempt from these 
transparency requirements, unless those 
systems are available for the public to report  
a criminal offence. 

Marking of AI-Generated Content (article 
50(2) AI Act)

Article 50(2) of the AI Act mandates that 
providers of AI systems, including general-
purpose AI systems, must appropriately mark 
synthetic content such as audio, images, videos, 
or text. Recital 133 explains the rationale: 
with AI technology advancing, AI-generated 
synthetic content is becoming increasingly 
indistinguishable from human-generated 
content, posing the risk of misinformation, 
manipulation, fraud, impersonation, and 
consumer deception.

The Marking Obligation

• Marking: only providers of AI systems are 
required to mark AI-generated content. This 
requirement does not extend to deployers or 
other users of the content.

• Format: the output must be marked in a 
machine-readable format to indicate that it is 
artificially generated or manipulated.

The AI Act acknowledges the importance of 
transparency in the use of AI systems. Individuals 
should be enabled to understand the AI 
system’s design and use, and there should be 
accountability for decisions made by companies 
and public authorities. Transparency is also 
essential for creating public trust in AI systems 
and ensuring their responsible deployment.

Transparency also enhances the broader concept 
of ‘AI literacy’, developing awareness about the 
opportunities and risks of AI and the possible harm 
it can cause. Such awareness should especially 
be developed amongst: 

• individuals concerned, giving them a better 
understanding of their rights in the context  
of AI, and 

• deployers, allowing them to deploy AI systems 
in an informed way.

Providers, and in certain circumstances 
deployers as well, have their own transparency 
requirements. The AI Act classifies AI systems by 
risk level, with increasing transparency demands 
for higher risk categories. 

The transparency requirements for specific types 
of products are described below.

Provider Obligations:

Chatbots (article 50(1) AI Act)

Article 50(1) of the AI Act mandates that 
providers of AI systems need to ensure that 
such systems intended to interact directly with 
individuals are designed and developed such 
that the individuals concerned are informed that 
they are interacting with an AI system. 

• Target audience: when implementing that 
obligation, the provider should identify not only 
the intended but also the broader potential 
target audience to whom the disclaimer may 
be displayed. The characteristics of individuals 
belonging to vulnerable groups due to their 
age or disability should be taken into account, 
to the extent the AI system is also intended 
to interact with those groups. The intended 
or potential target audience has a significant 
impact on accessibility considerations.
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• Technical standards: the markings should 
be effective, interoperable, robust, and 
reliable. Providers need to consider the type 
of content, implementation costs, and current 
technical standards.

Marking methods: 

— Watermarks: visible watermarks can be 
easily implemented – but also removed 
with basic editing tools, whereas invisible 
watermarks require specialised software for 
detection and removal.

— Metadata: this provides information  
about the file’s creation and origin but  
can be easily altered or removed with file 
editing tools.

— Algorithmic fingerprints: AI models leave 
unique traces or anomalies in the content 
they generate. For instance, AI-generated 
images might have minor distortions in 
textures or patterns, and AI-created audio 
files could display unnatural pauses or 
tonal shifts.

— Cryptographic signatures: digital 
signatures embedded using cryptographic 
methods, such as a cryptographic hash 
that verifies content authenticity. Even 
minor changes in the data result in a 
different hash, ensuring easy verification  
of alterations.

Numerous tools and initiatives exist to manage 
and detect AI-generated content. Certain 
platforms use deepfake detection software that 
analyses algorithmic patterns and embedded 
metadata, while others rely on metadata and 
cryptographic hashes to authenticate the source 
of the content. For example, platforms might use 
voice analysis tools to detect synthetic audio, or 
employ blockchain technology to track the origin 
of and modifications to digital art. 

Exemptions

• Editorial assistance: AI systems that mainly 
provide support for routine editing tasks or do 
not significantly change the original input data 
are exempt from the marking obligation.

• Legal use: AI systems that are authorised for 
use in detecting, preventing, investigating, or 
prosecuting criminal activities are also exempt 
from the marking requirement.

Deployer obligations: 

Emotion recognition/ biometric 
categorisation systems (article 50(3) AI Act)

Article 50(3) of the AI Act sets forth specific 
transparency requirements for deployers of:

• Emotion recognition systems: AI systems 
used for the purpose of identifying or inferring 
emotions or intentions of natural persons on 
the basis of their biometric data, e.g., non-
verbal signs such as facial expression.

or

• Biometric categorisation systems: AI 
systems used for the purpose of assigning 
natural persons to specific categories on the 
basis of their biometric data. Such specific 
categories can relate, e.g., to aspects such 
as sex, age, hair colour, eye colour, tattoos, 
personal traits, ethnic origin, personal 
preferences and interests. 

See Chapter 4 of this guide for more details on 
when the use of emotion recognition systems or 
biometric categorisation systems is prohibited.

When these systems are allowed, deployers 
must inform the natural persons exposed to 
them about the use of the system. In particular, 
individuals should be notified when they are 
exposed to AI systems that, by processing their 
biometric data, can identify or infer their emotions 
or intentions or assign them to specific categories. 

Exemptions

• Legal use: AI systems that are permitted for 
use in detecting, preventing or investigating 
criminal activities that are subject to 
appropriate safeguards for the rights and 
freedoms of third parties and in accordance 
with the Union law, are exempt from these 
requirements.

• Biometric categorisation systems of 
ancillary use: AI systems whose use is 
ancillary to another commercial service and 
strictly necessary for objective technical 
reasons are exempt from these requirements.

At present, there are no definitive guidelines 
on the scope of information that should be 
provided. Deployers, when using these systems, 
process personal data in accordance with GDPR 
and (EU) 2018/1725 and Directive (EU) 2016/680, 
as applicable, apart from the requirements on 
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the legal basis of the processing. This means 
that these regulations also constitute separate 
transparency obligations for deployers acting 
as controllers. In such cases, individuals should 
nevertheless be informed about the processing 
of their data as required under Article 13 and 14 
GDPR. In relation to any automated processing, 
controllers are expected to additionally explain 
the logic behind their decision-making. In the 
case of an AI system, this might be provided as 
part of an explainability statement – a document 
providing a non-technical explanation of i.a. why 
the organisation uses AI, how AI was developed, 
and how it operates and is used.

Deepfakes (article 50(4) AI Act)

Article 50(4) of the AI Act sets forth specific 
labelling requirements for content known as 
“Deepfakes”. These obligations are crucial for 
ensuring transparency when AI systems are used 
to generate or manipulate content. 

Definition of Deepfakes (article 3(60) AI Act)

Deployers using AI to create content that:

• generates or manipulates images, audio,  
or video;

• significantly resembles real people, objects, 
places, entities, or events; and

• could mislead a person into believing the 
content is authentic or truthful.

Examples of Deepfakes:

• Deepfake video calls mimicking company 
executives to trick employees into transferring 
large sums of money.

• AI-generated audio of politicians misleading 
voters about election dates via robocalls.

• Deepfake video ads impersonating political 
figures to manipulate public opinion on social 
media.

• Fake Zoom interviews using deepfake technology 
to impersonate high-profile individuals.

• Digital avatars delivering fabricated news 
reports to deceive viewers.

Labelling requirements

The AI Act mandates that any content generated 
or manipulated by AI systems must be clearly 
and distinguishably labelled to disclose 
its artificial creation or manipulation. This 
requirement aims to ensure transparency and 
prevent the public from being misled by such 
content. At present, there are no definitive 
guidelines on how content should be labelled. 
This issue is likely to be addressed in future 
Codes of Conduct.

Techniques such as watermarks, metadata 
identifications, fingerprints or other methods 
should be employed to indicate the content’s 
artificial nature (see recital 133). It is crucial that 
these labels are easily, instantly and constantly 
visible to the audience. For instance, in the 
case of videos, pre-roll labels or persistent 
watermarks may be used to meet these 
requirements effectively.

Exemptions

There are certain reliefs and exceptions to the 
labelling requirements under article 50(4) AI Act:

• The transparency requirements are more 
relaxed for artistic, creative, satirical, fictional, 
or similar works. Examples of such works 
include AI-generated movies or parodies, 
digital art exhibits, and AI-generated music 
videos. In these instances, the obligation is to 
disclose the AI involvement in a manner that 
does not disrupt the viewer’s experience. This 
can be achieved through subtle watermarks, 
brief audio disclaimers, or notes in the 
description texts on digital platforms.

• The obligation to label AI-generated content 
does not apply if the AI system’s use is legally 
authorised for the purposes of detecting, 
preventing, investigating or prosecuting 
criminal offences. 

• The labelling obligation may not apply if the 
AI-generated content has undergone human 
review or editorial control, with a natural or 
legal person holding editorial responsibility for 
the publication. This means that, if a human 
has reviewed and approved the AI-generated 
content, ensuring its accuracy and integrity, 
the stringent labelling requirements may be 
relaxed. This exception recognises the role of 
human oversight in maintaining the quality 
and reliability of AI-generated content.
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Transparency obligations 
for high-risk AI systems

Article 50(6) explains that the transparency 
obligations outlined here operate alongside 
other regulatory requirements. They neither 
replace nor reduce the obligations specified in 
Chapter III or other transparency requirements 
under EU or national legislation. 

See Chapter 4 of this guide for more details.

Timing and format

All the information required to meet the 
transparency obligations under article 50 must 
be provided to the individuals concerned: 

• in a clear and distinguishable manner; 

• by no later than the time of their first 
interaction or exposure to the AI system; and

• in conformity with the applicable accessibility 
requirements. 

The accessibility requirement means that the 
information should be accessible to diverse 
audiences, including individuals with disabilities. 
In practice, this may imply that, depending  
on the circumstances, disclaimers or other 
marking methods will have to be displayed not 
only in written form but also in aural and (audio) 
visual form.

Another aspect to be taken into account is 
that the individual should be provided with 
an amount of information that is clear and 
adequate but not overwhelming.

Transparency obligations at 
the national level and codes 
of practice

The transparency obligations outlined in article 
50(1)-(4) AI Act are designed to coexist with  
other regulatory requirements, according to 
article 50(6) AI Act. They neither replace nor 

diminish the requirements set forth in  
Chapter III or other transparency mandates 
under Union or national law.

The AI Office is responsible for promoting and 
facilitating the development of codes of practice 
to support the effective implementation of the 
transparency obligations under article 50(1)-(4) 
AI Act at the EU level, under article 50(7) AI Act. 
These codes are intended to clarify the methods 
for detecting and labelling AI-generated content, 
to enhance cooperation throughout the  
value chain, and to ensure that the public  
can clearly distinguish between content  
created by humans, and content generated  
by AI (recital 135).

Relationship with other 
regulatory frameworks 

• The AI Act’s marking obligations under article 
50(2)-(4) support the Digital Services Act’s 
(DSA) requirements for very large online 
platforms (VLOP) and search engines (VLOS)  
to identify and mitigate the risks associated 
with the dissemination of deepfakes 
(article 33 et seq. DSA). If the AI provider 
is separate from the VLOP or VLOS, these 
markings enable the platforms to recognise 
AI-generated content more efficiently. 
Conversely, if a VLOP or VLOS is also the AI 
provider, their DSA obligations are further 
detailed and enhanced by the AI Act.

• The transparency regulations for deepfakes 
will correlate with the European guidelines on 
misleading advertising (see Unfair Commercial 
Practices Directive) as well as national criminal 
provisions on deepfakes.

• The AI Act’s transparency obligations also 
support and supplement the transparency 
requirements under Regulation (EU) 
2016/679. However, the GDPR transparency 
requirements apply if personal data is 
processed when using AI technologies at 
all different stages of the AI lifecycle (e.g. 
when developing, testing or deploying AI 
technologies), and apply to controllers. 
Developers and providers of AI tools will not 
always be acting in such a role. In such case 
they may still be obliged to provide specific 
information to controllers to enable the latter 
to meet their obligations.
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• The AI Act enables the establishment of “AI 
regulatory sandboxes” to provide a controlled 
environment in which to test innovative AI 
systems for a limited period before they are 
placed on the market. 

• This regime is intended to encourage 
AI providers (or potential providers) to 
experiment with new and innovative products 
under supervision by regulators. There are 
specific incentives aimed at encouraging 
participation by SMEs and start-ups.

• Each Member State must establish at least 
one AI regulatory sandbox by 2 August 2026, 
although this can be done in co-operation with 
other Member States. 

• The Commission is expected to adopt 
implementing acts to set out detailed 
arrangements for the establishment, 
operation and supervision of AI  
regulatory sandboxes.

• The AI Act also provides for “real-world” 
testing of AI systems, both inside and outside 
of regulatory sandboxes, subject to certain 
conditions to protect participants.

• The regimes relating to AI regulatory 
sandboxes and real-world testing are intended 
to be harmonise across the Union. However, 
there is the potential for divergent approaches 
at a national level, leading to a possibility of 
“forum shopping” by providers.

You should think about the countries 
in which you would like to test your 
AI services/products. Although the AI 
Act intends to establish a harmonised 
regime, there may be national differences 
which make some Member States more 
appropriate for you than others.

Once you decide to participate in an AI 
regulatory sandbox, you will need to 
prepare a sandbox plan and follow the 
guidelines and supervision provided by 
the relevant national competent authority. 
If you decide to conduct real-world tests, 
you will also need to prepare a testing 
plan and seek approval from the relevant 
market surveillance authority.

When you successfully complete an 
AI regulatory sandbox process, you  
should obtain an exit report from the 
relevant national competent authority. 
This may be useful to accelerate the 
conformity assessment process for  
your AI product/service.

Participation in AI regulatory sandboxes 
and real-world testing is voluntary. AI 
providers should familiarise themselves 
with the relevant provisions of the AI Act 
if they intend to participate in a sandbox 
or real-world tests and should look out 
for further announcements and guidance 
on these topics, including detailed 
arrangements for AI regulatory  
sandboxes to be specified by the 
Commission in due course.

To do listAt a glance

CHAPTER 7

AI regulatory 
sandboxes
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AI regulatory sandboxes

The AI Act enables the creation of “regulatory 
sandboxes” to provide a controlled environment in 
which to test innovative AI systems for a limited 
period before they are placed on the market or 
otherwise put into service. The objectives of the AI 
regulatory sandbox regime include: 

• fostering AI innovation while ensuring 
innovative AI systems comply with the AI Act; 

• enhancing legal certainty for innovators; 

• enhancing national competent authority 
understanding of the opportunities, risks and 
the impacts of AI use; 

• supporting cooperation and the sharing of 
best practices; and 

• accelerating access to markets, including by 
removing barriers for SMEs and start-ups. 

What is a regulatory sandbox under the AI Act?

The AI Act defines an “AI regulatory 
sandbox” as: 

“a controlled framework set up by a 
competent authority which offers providers 
or prospective providers of AI systems 
the possibility to develop, train, validate 
and test, where appropriate in real-world 
conditions, an innovative AI system, pursuant 
to a sandbox plan for a limited time under 
regulatory supervision.”

AI regulatory sandboxes can be established 
in physical, digital or hybrid form and may 
accommodate physical as well as digital products.

Obligation on Member States to establish AI 
regulatory sandboxes

The obligation to establish AI regulatory 
sandboxes rests with the Member States  
and their national competent authorities (see 
Chapter 8 for more on these). Each Member  
State must establish at least one AI regulatory 
sandbox by 2 August 2026. However, Member 

States can choose to either (i) establish one  
or more AI regulatory sandboxes at national 
level; (ii) jointly establish a sandbox with the 
national competent authorities of one or more 
other Member States or (iii) participate in an 
existing sandbox. 

National competent authorities establishing AI 
regulatory sandboxes should cooperate with 
other relevant national competent authorities 
where appropriate and may also involve other 
actors within the AI ecosystem. The EU Data 
Protection Supervisor may also establish an 
AI regulatory sandbox for European Union 
institutions, bodies, offices and agencies.

A list of planned and existing sandboxes will  
be made publicly available by the AI Office.  
The Commission also intends to develop a 
single interface containing relevant information 
relating to AI regulatory sandboxes to allow 
stakeholders to: 

• interact with AI regulatory sandboxes;

• raise enquiries with national competent 
authorities; and 

• seek non-binding guidance on the  
conformity of innovative AI products,  
services or business models.

Who can participate in AI regulatory 
sandboxes?

The sandbox regime is aimed at providers (or 
prospective providers) of AI systems, although 
applications can be submitted in partnership 
with deployers and other relevant third parties. 

There are specific provisions which are designed 
to encourage participation by SMEs and start-
ups, including:

• access to sandboxes should generally be free 
of charge for SMEs and start-ups;

• priority access for SMEs and start-ups with a 
registered office or branch in the EU; and

• SMEs and start-ups should have access to 
guidance on the implementation of the AI Act 
and other value-added services.
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Liability 

Providers and prospective providers participating 
in an AI regulatory sandbox (including SMEs 
and start-ups) will remain liable for any harm 
inflicted on third parties as a result of the 
experimentation taking place in the sandbox. 
However, administrative fines will not be 
imposed on prospective providers if: 

• they observe the relevant sandbox plan 
and the terms and conditions for their 
participation; and 

• follow (in good faith) any guidance given by 
the national competent authority. 

Implementation of the sandbox regime

In order to avoid fragmentation across the EU, 
the Commission intends to adopt implementing 
acts specifying the detailed arrangements for 
the establishment, operation and supervision 
of AI regulatory sandboxes, including common 
principles on: 

• eligibility and selection criteria for participation; 

• procedures for the application, participation, 
monitoring, exiting from and termination  
of sandboxes; and

• the terms and conditions applicable 
to participants. 

These implementing acts are intended to ensure 
that AI regulatory sandboxes:

• are open to any provider who meets fair and 
transparent eligibility criteria;

• allow broad and equal access and keep up 
with demand for participation; 

• facilitate the development of tools and 
infrastructure for testing and explaining 
dimensions of AI systems relevant for 
regulatory learning, such as accuracy, 
robustness and cybersecurity, as well as 
measures to mitigate risks to fundamental 
rights and society at large;

• facilitate the involvement of relevant actors 
within the AI ecosystem (e.g. notified bodies 
and standardisation organisations, testing 
and experimentation facilities, research and 
experimentation labs and European Digital 
Innovation Hubs), and also that participation 
in an AI regulatory sandbox is uniformly 

recognised (and carries the same legal effects) 
across the EU.

National competent authority obligations

National competent authorities must:

• allocate sufficient resources to ensure 
their sandbox regime complies with the 
requirements of the AI Act;

• provide guidance to sandbox participants on 
how to fulfil the requirements of the AI Act;

• provide participants with an exit report 
detailing the activities carried out in the 
sandbox, results and learning outcomes, 
which can later be used to demonstrate 
compliance with the AI Act through the 
conformity assessment process or relevant 
market surveillance activities; and

• provide annual reports to the AI Office and 
the Board (see Chapter 8 for more on these), 
identifying best practices, incidents and 
lessons learnt.

National competent authorities will retain 
supervisory powers in relation to sandbox 
activities, including the ability to suspend or 
terminate activities carried out within a sandbox 
where it is necessary to address significant risks 
to fundamental rights or health and safety.

Processing of personal data within sandboxes

Personal data which has been lawfully collected 
for other purposes can be used in an AI 
regulatory sandbox subject to compliance with 
various conditions set out in the AI Act (all of 
which must be met for the relevant processing 
activities to be permitted). Some of the key 
conditions include:

• the relevant AI system being deployed in 
the sandbox must be aimed at safeguarding 
substantial public interest (e.g. public health, 
energy sustainability, safety of critical 
infrastructure);

• use of the personal data must be necessary 
and could not be substituted with anonymised 
or synthetic data;

• the personal data must be handled in a 
separate and protected environment and 
must be subject to appropriate technical and 
organisational measures; and
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• a detailed description of the process and 
rationale behind the training, testing and 
validation of the AI system is retained, 
together with the testing results.

Real-world testing  
of AI systems

The AI Act also enables the testing of AI systems 
in “real-world conditions”, subject to certain 
conditions. 

The AI Act defines “testing in real-world 
conditions” as follows:

“the temporary testing of an AI system for its 
intended purpose in real-world conditions 
outside a laboratory or otherwise simulated 
environment, with a view to gathering reliable 
and robust data and to assessing and 
verifying the conformity of the AI system with 
the requirements of [the AI Act]”.

Such real-world testing will not qualify as 
placing the relevant AI system on the market or 
putting it into service, provided that the relevant 
requirements of the AI Act are complied with. 
(See Chapter 2 for more on these concepts).

The AI Act primarily focusses on real-world 
testing of high-risk AI systems outside of AI 
regulatory sandboxes. However, the AI Act 
also contemplates the possibility of AI systems 
(whether high-risk or not) being subject to real-
world testing within the framework of an AI 
regulatory sandbox, under the supervision of a 
national competent authority.

In both scenarios, the real-world testing must 
comply with various conditions set out in the 
AI Act (all of which must be met for the testing 
to be permitted, although there is greater 

flexibility where the testing is conducted within a 
sandbox). Some of the key conditions include:

• the proposed real-word tests have been 
approved by the relevant market surveillance 
authority and registered in the EU database 
for high-risk AI systems;

• the provider conducting the testing is 
established in the EU (or has appointed 
a legal representative established in  
the EU);

• testing is limited to a maximum of 6 months 
(which can be extended for an additional 
6 months, although this requirement can 
be derogated from in relation to real-world 
testing within a sandbox environment);

• participants in the real-world testing are 
properly protected – they must give informed 
consent, outcomes must be reversible (or 
capable of being disregarded) and they must 
be able to withdraw at any time; and

• market surveillance authorities can conduct 
unannounced inspections on the conduct of 
real-world tests.

Providers and prospective providers will be liable 
for any damage caused in the course of their 
real-world testing.

Is there a risk of “forum shopping” in  
relation to participation in sandboxes  
and real-world testing?

Although the AI Act aims to harmonise the 
regimes relating to AI regulatory sandboxes 
and real-world testing across the EU, industry 
representatives and stakeholders will no doubt 
closely monitor their development and may 
elect participate in sandboxes and/or real-world 
testing in jurisdictions which are perceived 
to have the most industry-friendly approach 
(including in how liability relating to participation 
in sandboxes or real-world testing  
is determined).
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• The AI Act puts in place a post-market 
monitoring, reporting and information  
sharing process.

• Most obligations are on providers of high-risk 
AI systems who have to have post-market 
monitoring systems and procedures to report 
serious incidents. 

• The serious incident reporting obligations can 
also sometimes apply to deployers.

• The timelines for reporting can be immediate.

• Reports need to be made to market 
surveillance authorities in Member States 
where the incident occurred; reporting to 
multiple authorities may therefore be needed.

• There is a multi-pronged approach to 
enforcement:

— The European Data Protection Supervisor 
handles EU institutions etc.

— The European Commission handles 
providers of general-purpose AI models.

— Competent authorities in each Member 
State are otherwise responsible.

• Sanctions are tiered, by reference to  
the seriousness of the provision that has  
been infringed.

• Affected persons have a right to explanation of 
individual decision-making.

Providers of high-risk systems should:

• Consider if they are already subject to 
other equivalent obligations; if so, check 
if you have double reporting obligations 
or not.

• Ensure quality management systems 
include serious incident reporting 
procedures.

• Ensure these procedures establish the 
nature of the serious incident (death, 
serious harm to health, violation of 
fundamental rights etc) and if they  
are widespread.

• Identify to whom you would have  
to report.

Deployers of high-risk systems should:

• Develop stand-by procedures so they 
can report if needed.

Providers of high-risk AI systems should:

• Watch for the European Commission 
template post-market monitoring plan, 
to be adopted by 2 February 2026.

• Prepare and implement a post-market 
monitoring plan.

• If already subject to existing post-
market monitoring obligations, or a 
regulated financial services provider, 
consider if you can integrate your AI Act 
obligations into these systems.

To do listAt a glance

CHAPTER 8

Enforcement and 
governance
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CHAPTER 8

Providers and developers should:

• Check for the European Commission 
guidance due by 2 August 2025.

• Keep this under review as it will be  
re-assessed.

Operators of non-high-risk AI systems 
should:

• Ensure they comply with all existing 
product safety legislation.

Providers of general-purpose AI models 
should: 

• Look out for, and consider responding 
to the consultation on, the European 
Commission implementing act relating 
to the arrangements for enforcement 
by the European Commission.

All organisations in the AI value chain 
should:

• Look out for, and consider responding 
to consultations on, rules relating to 
enforcement adopted at Member State 
level.

• Note the requirement to cooperate with 
market surveillance authorities where 
there is sufficient reason to consider 
that an AI system presents a risk. 

• Note that disclosure of training, 
validation and testing data sets and 
source code might have to be disclosed.

Deployers of high-risk systems should:

• Ensure they are able to provide clear 
and meaningful explanations as to the 
AI’s decision-making procedure.

To do list
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Overview 

The AI Act outlines a governance framework that 
provides for the implementation and supervision 
of both the ex ante requirements for AI systems 
and ex post surveillance and enforcement.  The 
former is described in preceding chapters.  The 
latter is the subject of this chapter, together with 
a description of the governance structure.

The enforcement regime addresses two types 
of risk: risks to product safety, and risks to 
fundamental rights.  In relation to the former, 
the AI Act builds upon existing product safety 
legislation and is mostly enforced by national 
market surveillance authorities.  Where risks  
to fundamental rights are identified, the  
market surveillance authorities shall inform  
and fully cooperate with the relevant national 
public authorities or bodies protecting 
fundamental rights.

Consistent with the risk-based approach in the 
AI Act, a multi-layered enforcement structure 
with different regimes applying to AI systems 
with varying risks is provided.  For high-risk 
AI systems, the AI Act mandates, firstly, post-
market monitoring obligations and, secondly, 
a requirement to report serious incidents.  The 
serious incident reporting obligations can also 
sometimes apply to deployers, who should 
therefore also be aware of them. 

The marketing surveillance authorities can 
require operators to take all appropriate 
measures to ensure that AI systems do not 
present a risk and, where necessary, can demand 
the withdrawal of a product or AI system from 
the market.  Very significant fines for non-
compliance with the terms of the AI Act can also 
be levied.

For general-purpose AI models, the European 
Commission has exclusive powers to supervise 
and enforce the obligations in the AI Act.

The governance structure in the AI Act 
provides for the setting up of new institutional 
bodies at both the EU level (the AI Office, 
the European AI Board, the Advisory Forum 
and the Scientific Panel) and national level 
(notifying authorities and market surveillance 
authorities) and the roles and competencies of 
each of them are outlined.  The coordination 
between these bodies will be key to the effective 
implementation and enforcement of the AI Act.

Topics addressed in this chapter are as follows:

• Post-marketing obligations

• Market surveillance authorities

• Procedures for enforcement

• Authorities protecting fundamental rights

• General-purpose AI models

• Penalties

• Remedies for third parties

• Governance 

Post-marketing obligations 

Post-market monitoring system for high-risk 
AI systems

Since AI systems have the ability to adapt and 
continue to learn after they are placed on 
the market, it is important to monitor their 
performance once they are put on the market.  
Recital 155 explains that the aim of the post-
market monitoring system is to ensure that 
providers of high-risk AI systems can consider 
experience from use of the system, so as to 
ensure ongoing compliance and improvement of 
the system.  

Providers of high-risk AI systems must include 
a post-market monitoring plan as part of the 
technical documentation that they draw up 
before they put the system on the market 
(articles 72(3) and 11(1)). This plan must be in 
line with the European Commission template, 
to be adopted by 2 February 2026. The post-
marketing obligations will ensure that any need 
to immediately apply any necessary corrective or 
preventative actions are identified (article 3(25)).

Article 72 provides that the post-market 
monitoring system (and the documentation of 
the system) must be proportionate to the nature 
of the AI technology and the risks of the systems. 
This system must actively and systematically 
collect, document, and analyse relevant data 
throughout the AI system’s lifetime, so as to allow 
the provider to evaluate continuous compliance. 
The data could be provided by deployers, or 
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by others (although sensitive operational data 
from law enforcement authority deployers is 
excluded).  Where relevant, the system should 
also include analysis of interactions with other AI 
systems, including devices and software.

Providers of certain types of high-risk AI systems, 
who already have post-market monitoring 
systems in place, can integrate their  
obligations under the AI Act into those 
existing systems, provided this achieves an 
equivalent level of protection. This is the case 
for high-risk AI systems covered by Union 
harmonisation legislation listed in Section A  
of Annex I (i.e. including certain machinery, 
toys and medical devices). It’s also the case 
for financial institutions who are subject to 
requirements under Union financial services 
law regarding their internal governance, 
arrangements or processes, where these 
institutions place on the market high-risk AI 
systems listed in Annex III point 5 (in particular, 
evaluation of creditworthiness or for risk 
assessment and pricing in relation to life and 
health insurance) (article 72(4)). 

Reporting of information on serious incidents 
for high-risk AI systems

Providers of high-risk AI systems must report 
“serious incidents” and the provider’s quality 

management system must contain procedures 
relating to this (article 17(1)(i)). Ordinarily, 
deployers of high-risk AI systems must report 
serious incidents to the provider. However, if the 
deployer cannot reach the provider, then the 
serious incident reporting obligations of article 
73 apply directly to the deployer (article 26(5)). 
Accordingly, deployers should also be aware of 
these provisions.  The European Commission 
is to issue guidance for providers on incident 
reporting by 2 August 2025 and must keep this 
under regular review.

Serious incidents are defined at article 3(49) and 
mean an incident or malfunctioning of an AI 
system that directly or indirectly causes: 

• death, or serious harm to a person’s health; 

• serious and irreversible disruption to 
management or operation of critical 
infrastructure; 

• violation of Union laws protecting 
fundamental rights; or 

• serious harm to property or the environment. 

Serious incidents must be reported within set 
timelines, as set out below. If necessary, the 
provider or deployer may submit an initial report, 
which can be completed later (article 73(5)).

Situation Period

Widespread infringement
Or
Serious incident involving critical infrastructure

Immediately

≤ than 2 days after awareness of the incident

Death of a person ≤ 10 days after awareness of the serious 
incident; or
Immediately after establishing or suspecting a 
causal relationship between the serious incident 
and the AI system if earlier

Other situations (i.e. serious harm to health, 
fundamental rights violations, serious harm  
to property or environment – unless these  
are widespread) 

≤ 15 days after awareness of the serious 
incident; or
Immediately after the provider has established 
a causal link, or the reasonable likelihood  
of a link, between the AI system and the  
serious incident 
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After reporting, the provider must promptly 
conduct necessary investigations, including a risk 
assessment and corrective actions.  The provider 
must not do anything that would alter the AI 
system in a way that may affect any subsequent 
evaluation of the cause of the incident before it 
has informed the competent authorities.

Reports of serious incidents have to be made 
to the market surveillance authorities of the 
Member States where the incident occurred 
(article 73(1)).  It follows that if a serious incident 
affects multiple Member States or affects 
multiple sectors so that there are multiple 
market surveillance authorities within a Member 
State, then multiple reports will need to be 
made.  

The market surveillance authority must take 
appropriate measures (which can include 
withdrawal or recall of the product) within seven 
days of receiving the notification and must also 
immediately notify the European Commission of 
any serious incident, whether or not they have 
taken action (article 73(8/11)).

Non-high-risk AI systems

AI systems relating to products that are not 
high-risk nevertheless must be safe when placed 
on the market or put into service.  Regulation 
(EU) 2023/988 on general product safety 
and Regulation (EU) 2019/1020 on market 
surveillance and compliance of products apply to 
all AI systems governed by the AI Act, but these 
two Regulations provide the safety net for non-
high-risk products (recital 166 and article 74(1)).

Regulation (EU) 2019/1020 requires all operators 
to inform the relevant market surveillance 
authority when they have reason to believe that 
a product presents a risk under article 3(19) (see 
definition below).  To the list of risks in article 
3(19), the AI Act has added risks to fundamental 
rights of persons (article 79(1)).

“Product presenting a risk” means a product 
having the potential to affect adversely 
health and safety of persons in general, 
health and safety in the workplace, 
protection of consumers, the environment, 
public security and other public interests, 
protected by the applicable Union 
harmonisation legislation, to a degree 
which goes beyond that considered 
reasonable and acceptable in relation to 
its intended purpose or under the normal 
or reasonably foreseeable conditions of 
use of the product concerned, including 
the duration of use and, where applicable, 
its putting into service, installation and 
maintenance requirements.

Market surveillance 
authorities

Member States play a key role as the enforcement 
of the AI Act will often require a local presence.  
Member States must each designate at least one 
market surveillance authority and one, if there is 
more than one, of these authorities must be set 
as a single point of contact vis-à-vis the public and 
other counterparts at Member State and Union 
level.  The Member State shall notify the European 
Commission of the single point of contact and the 
European Commission will make a list of them 
available to the public (recital 153 and article 
70(1/2)). The Member States have until 2 August 
2025 to comply with these provisions (article 
113(b)).

Which entities are to be designated market 
surveillance authorities?

Member States have some flexibility in 
designating market surveillance authorities; 
they can either establish a new body dedicated 
to enforcing the AI Act or integrate the 
requirements of the AI Act into the framework of 
an existing body already responsible for market 
surveillance under the Union harmonisation 
laws listed in Section A of Annex I or the existing 
bodies regulating financial or credit institutions 
regulated by Union law (article 74(3/6/7)).  
However, for high-risk systems in the area 
of biometrics, law enforcement, migration, 
asylum and border control management and 
the administration of justice, Member States 
must designate either the national Data 
Protection Authority established by Regulation 
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(EU) 2016/679 or the supervisory authority 
designated under Directive (EU) 2016/680  
(article 74(8)).

Where AI systems relate to products already 
covered by the Union harmonisation legislation 
listed in Section A of Annex I and where such 
legal acts already provide for procedures 
ensuring an equivalent level of protection and 
having the same objective as the AI Act, the 
sectoral procedures shall apply instead of the 
national level enforcement procedures set out 
in articles 79 to 83 (see below under the heading 
‘Procedures for enforcement’).

In this instance, dual reporting of serious 
incidents is not required and providers report 
under those other laws (article 73(9) and 73(10)). 
These exceptions specifically apply to:

• Annex III-type high-risk AI systems, where 
the provider is subject to Union law that 
establishes reporting obligations equivalent 
to those set out in the AI Act. Such 
equivalence may - for example – exist for 
critical infrastructure, which is covered by 
cybersecurity regulations that contain stand-
alone incident reporting obligations that might 
be considered equivalent to those under the 
AI Act. However, it may not always be clear 
whether reporting obligations under other 
Union laws are considered equivalent to the 
reporting obligations under the AI Act; and 

• high-risk AI systems that are safety 
components of devices, or are themselves 
devices, covered by Regulations (EU) 2017/745 
on medical devices and (EU) 2017/746 on in 
vitro diagnostic medical devices. These both 
contain reporting obligations, according to 
which serious incidents must be reported to 
the competent authorities if they entail (a) the 
death of a patient, user or other person, (b) the 
temporary or permanent serious deterioration 
of a patient’s, user’s or other person’s state of 
health, or (c) a serious public health threat. 

However, in both instances, if the infringement 
relates to a violation of fundamental rights, 
it must still be notified under the AI Act and 
the relevant market surveillance authority 
must inform the national fundamental rights 
authority/ authorities.

For AI systems used by Union institutions, 
agencies, offices, and bodies (with the exception 
of the Court of Justice of the European Union 
acting in its judicial capacity), the European 
Data Protection Supervisor will be the market 
surveillance authority (article 74(9)).

Powers of the market surveillance authorities

The market surveillance authorities have all the 
broad enforcement powers set out in Regulation 
(EU) 2019/1020 in addition to further powers 
granted by the AI Act. For example, they have the 
power to: 

• make operators disclose relevant documents, 
data and information on compliance. The AI 
Act adds that providers of high-risk AI systems 
may be compelled to disclose:

— training, validation and testing data sets 
used for the development of high-risk AI 
systems, including, where appropriate and 
subject to security safeguards, through 
application programming interfaces (API) 
or other relevant technical means and tools 
enabling remote access (article 74(12)); and

— where the testing or auditing procedures 
and verifications based on the data and 
documentation provided by the provider 
have been exhausted or proved insufficient, 
the source code if it is necessary to assess 
the conformity of a high-risk AI system with 
the requirements set out in chapter III, 
Section 2 (article 74(13));

• make unannounced on-site inspections and 
make test purchases (article 74(5));

• conduct investigations (engaging with the 
European Commission where high-risk AI 
systems are found to present a serious risk 
across two or more Member States) (article 
74(11));

• require operators to take appropriate actions 
to bring instances of non-compliance to an 
end, both formal non-compliance (article 83) 
and to eliminate a risk (articles 79-82);

• take appropriate measures where an operator 
fails to take corrective action or where the 
non-compliance persists, including withdrawal 
or recall (articles 73(8), 79-83); and

• impose penalties (articles 99-101).

The market surveillance authorities shall also 
ensure that testing in real world conditions is 
in accordance with the AI Act (see Chapter 7).  
They have the power to require the provider or 
deployer to modify the testing or suspend or 
terminate it (article 76(3)).
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Handling of confidential information

Any information or documentation obtained by 
market surveillance authorities shall be treated 
in accordance with the confidentiality obligations 
set out in article 78.  The provisions in article 
78 also apply to the European Commission, 
the authorities protecting fundamental rights 
and natural and legal persons involved in the 
application of the AI Act.  Such persons shall 
carry out their tasks in a manner which not only 
protects confidential information and trade 
secrets, but also protects intellectual property 
rights and the rights in source code, public 
and national security interests and classified 
information.

These provisions shall apply from 2 August 2025.

Procedures for enforcement

As already noted, the following procedures do 
not apply where there exists already harmonising 
legislation providing an equivalent level of 
protection and having the same objective as the 
AI Act.

AI systems presenting a risk (articles 79  
and 81)

Where a market surveillance authority has 
sufficient reason to consider an AI system 
presents a risk (see definition above), it must 
carry out an evaluation as to whether the AI 
system is compliant with the AI Act.

If it does not comply, the market surveillance 
authority shall without undue delay notify the 
relevant operator and require them to take all 
appropriate corrective actions to bring the AI 
system into compliance or to withdraw the AI 
system from the market, or to recall it.  The 
market surveillance authority shall state how 
long the operator has to comply, but it will be no 
longer than 15 working days.

If operator does not take adequate corrective 
action by the end of the specified period, the 
market surveillance authority shall take all 
appropriate provisional measures to prohibit or 
restrict the AI system being made available on its 
national market or put into service, to withdraw 
the product or the standalone AI system 
from that market or to recall it.  The market 
surveillance authority must inform the operator 
of the grounds on which its decision is based.

Where the non-compliance is not restricted to 
its national territory, the market surveillance 
authority shall inform the European Commission 
and the other Member States without undue 
delay of the results of the evaluation and of the 
actions which it has required the operator to take 
and the provisional measures which it has taken 
if the operator has not complied.  

The provisional measures shall be deemed 
justified if no objection has been raised by 
either a market surveillance authority of a 
Member State or by the European Commission 
within three months (reduced to 30 days in the 
event of non-compliance with the prohibitions 
referred to in article 5). However, if objections 
are raised, the European Commission shall 
consult with the market surveillance authority 
and the operator or operators and, within six 
months (or 60 days for an article 5 issue), decide 
whether the provisional measure is justified.  If 
it is, all Member States shall ensure that they 
take appropriate restrictive measures in respect 
of the AI system concerned, such as requiring 
withdrawal from their market.  If it is not, the 
provisional measure will be withdrawn.

These provisions are without prejudice to the 
procedural rights of the operator set out in 
article 18 of Regulation (EU) 2019/1020, including 
the right to be heard.

AI systems classified by the provider as non-
high-risk (article 80)

If the market surveillance authorities have 
sufficient reason to consider an AI system 
classified by the provider as non-high-risk under 
article 6(3) is indeed high-risk, it must carry out 
an evaluation.  

The procedure to be followed is very much as 
described above, but article 80 specifically refers 
to the ability to fine the relevant provider.

In exercising their power to monitor the 
application of article 80, market surveillance 
authorities may take into account the 
information stored in the EU database of  
high-risk AI systems (see below under the 
heading ‘Governance at Union Level: Role of  
the European Commission’). 
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Compliant AI systems which present a risk 
(article 82)

If a market surveillance authority finds that a 
high-risk AI system complies with the AI Act, but it 
nevertheless presents a risk to the health or safety 
of persons, to fundamental rights, or to other 
aspects of public interest protection, it shall require 
the relevant operator to take all appropriate 
measures to ensure that it no longer does so.  

Formal non-compliance (article 83)

Where a market surveillance authority finds 
that, for example, a CE marking has not 
been affixed where it should, no authorised 
representative has been appointed or technical 
documentation is not available, it shall require 
the relevant provider to correct the matter within 
a prescribed period.  

If the non-compliance persists, then the market 
surveillance authority shall take appropriate and 
proportionate measures to restrict or prohibit 
the high-risk AI system being made available 
on the market or to ensure that it is recalled or 
withdrawn from the market without delay.

Authorities protecting 
fundamental rights

In addition to identifying market surveillance 
authorities, by 2 November 2024, each Member 
State must identify the public authorities or 
bodies supervising and enforcing the obligations 
under Union law protecting fundamental rights, 
including the right to non-discrimination, in 
relation to the use of high-risk AI systems 
referred to in Annex III and shall notify them to 
the European Commission. 

Where market surveillance authorities identify 
risks to fundamental rights they must notify the 
relevant national public authority supervising 
their protection.

These bodies have the power to request 
and access any documentation created or 
maintained under the AI Act when access to 
that documentation is necessary for effectively 
fulfilling their mandates. The relevant public 
authority or body shall inform the market 
surveillance authority of the Member State 
concerned of any such request and, where the 
documentation proves insufficient may request 

the market surveillance authority to organise 
testing of the high-risk AI system through 
technical means (article 77).

General-purpose AI models 

The European Commission is the sole authority 
responsible for supervising and enforcing 
obligations on providers of general-purpose AI 
models. The rationale behind this is to benefit 
from centralised expertise and synergies at 
Union level (article 88).  In practice, however, 
the AI Office (see below under the heading 
‘Governance’) will carry out all necessary actions 
to monitor the effective implementation of the 
AI Act with regard to general-purpose AI models, 
provided that the organisational powers of 
the European Commission and the division of 
competences between Member States and the 
Union are not affected.

The AI Office can investigate possible breaches 
of the rules by providers of general-purpose AI 
models on its own initiative, following the results 
of its monitoring activities, or at a request from 
market surveillance authorities. 

It has the powers of a market surveillance 
authority for AI systems which are based on a 
general-purpose AI model, where the model and 
system are developed by the same provider.

Market surveillance authorities must cooperate 
with the AI Office to carry out compliance 
evaluations if a market surveillance authority 
considers that a general-purpose AI system (that 
can be used by deployers for at least one high-
risk purpose) is non-compliant with the AI Act.

Market surveillance authorities can request the AI 
Office to provide information related to general-
purpose AI models, where the market surveillance 
authority is unable to access that information (and 
as a result is unable to conclude its investigation 
into a high-risk system) (article 75).

Penalties

Any person, which fails to comply with the AI 
Act - whether a natural or legal person, a public 
authority or an EU or national institution - can be 
sanctioned for non-compliance. The provisions 
on penalties under the AI Act exceed even those 
provided for in the GDPR (which are up to EUR 
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20,000,000 or 4% of annual worldwide turnover).  
The maximum fine was revised throughout the 
legislative process but was ultimately set at EUR 
35,000,000 or 7% of annual worldwide turnover.

Fines can be imposed by national authorities, 
the European Data Protection Supervisor, or 
the European Commission.  The European Data 

Protection Supervisor can impose fines on Union 
institutions, agencies and bodies. The European 
Commission can impose fines on providers of 
general-purpose AI models.  National authorities 
can impose fines on other operators.

The AI Act has a tiered approach to penalties, as 
shown below.

Grounds of infringement EU bodies All other persons

Penalties imposed  
by EDPS 

Penalties imposed by national authorities 
(unless GPAI models, in which case 
imposed by the European Commission).

For sanctioned persons which are 
undertakings, the penalties are capped 
at the higher of the %-based amount or 
the figure below.
If the undertaking is an SME, they are 
capped at the lower amount.
For other sanctioned persons, the 
specified figure is the cap.

Supplying incorrect, 
incomplete or misleading 
information to notified 
bodies or national 
competent authorities. 

≤ €750,000 
(article 100(3))

≤ 1% total worldwide annual turnover in 
preceding year; or 
≤ €7,500,000 
(article 99(5))

Obligations relating to 
high-risk AI systems.

≤ 3% of total worldwide annual turnover 
in preceding year; or 
≤ €15,000,000 
(article 99(4) for high-risk AI systems; 
article 101(1) for general-purpose AI 
models)

Obligations relating to 
providers of general 
-purpose AI models.

Obligations relating to 
prohibited practices. 

≤ €1,500,000
(article 100(2))

≤ 7% of total worldwide annual turnover 
in preceding year; or 
≤ €35,000,000 
(article 99(3))

Curiously, there appear to be no penalties for 
failure to comply with the AI literacy obligations 
at article 4.

Penalties and fines imposed by national 
authorities

It is the responsibility of Member States to 
provide for effective, proportionate, and 
dissuasive sanctions.  These measures may 
include both monetary and non-monetary 

measures or warnings.  They must be notified to 
the European Commission by the date of entry 
into application (article 99(1/2)). 

Penalties are to be imposed on a case-by-case 
basis.  The competent national authority should 
consider all relevant circumstances of the 
specific situation, with due regard to the nature, 
gravity, and duration of the infringement and its 
consequences, as well as the size of the provider 
(article 99(7)).
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Enforcement at Member State level must be 
subject to appropriate procedural safeguards, 
including effective judicial remedies.

Fines on Union institutions, bodies, offices 
and agencies 

The European Data Protection Supervisor has 
the power to impose fines on Union institutions, 
agencies and bodies.  Before adopting a decision 
on a fine, the EDPS should communicate its 
preliminary findings to the Union institution and 
give it an opportunity to be heard. The fine is not 
to affect the effective operation of the institution 
and the funds collected by the imposition of fines 
are to be contributed to the general budget of 
the EU. 

Fines on providers of general-purpose AI 
models

The European Commission may impose fines 
on providers of general-purpose AI models for 
infringements (article 101).  Unlike the other 
provisions on penalties and fines in chapter XII, 
which apply from 2 August 2025, article 101 does 
not apply until 2 August 2026.  

The European Commission will publish an 
implementing act with details on arrangements 
and procedural safeguards for proceedings.

When imposing a fixed amount or periodic 
penalty payment, the European Commission 
should take due account of the nature, 
gravity and duration of the infringement, 
and the principles of proportionality and 
appropriateness. Before adopting a decision 
on a fine, the European Commission should 
communicate its preliminary findings to the 
provider of the general-purpose AI model 
and give it an opportunity to be heard. 
The imposition of a fine must be subject to 
appropriate procedural safeguards, including 
judicial review before the Court of Justice of the 
European Union.  The CJEU may cancel, reduce or 
increase the amount of a fine imposed.

Remedies for third parties

Complaint to a market surveillance authority 
(article 85)

Union and Member State law already provide 
some effective remedies for natural and 
legal persons whose rights and freedoms are 
adversely affected by the use of AI systems.  
Notwithstanding, the AI Act introduces a new 
complaints mechanism.  It mandates that any 
natural or legal person may submit a complaint 
to the competent market surveillance authority 
if it has grounds for believing there has been an 
infringement of the AI Act.  

Compare: Under the GDPR, a data subject has 
the right to lodge a complaint with a supervisory 
authority about an alleged infringement if the 
data subject believes that the processing of 
personal data relating to him or her violates 
rights under the GDPR. 

In contrast, a complaint lodged under the AI Act 
may concern not only an infringement of the 
rights of the complainant, but also compliance 
with the AI Act as a whole.  In addition, under 
the GDPR a remedy can be filed only by the data 
subjects; under the AI Act, a complaint can also 
be filed by a legal person. 

Right to explanation of individual decision-
making (article 86)

Under the AI Act, any affected person is entitled 
to receive “clear and meaningful” explanations 
from the deployer concerning decisions made 
by high-risk AI systems (except for critical 
infrastructure systems).  These explanations 
must clarify the decision-making procedure used 
and the main elements of the decision made by 
the AI system (article 86).

The right can be invoked if:

• a deployer’s decision is mainly based on the 
output of high-risk AI systems; and

• that decision has legal effects or similarly 
significant effects on an affected person that 
adversely affect his or her health, safety or 
fundamental rights.

Compare: The right to an explanation under 
the AI Act aligns with a controller’s obligation 
under the GDPR concerning automated decision-
making processes (article 22 GDPR).  Under 
the GDPR, the controller must provide the data 
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subject with meaningful information on the logic 
and significance of the consequences of such 
processing.

Article 86 of the AI Act complements the data 
subject’s right to an explanation under the 
GDPR; it is more specific to AI as it requires the 
deployer to explain the role of the AI system 
in the decision.  In addition, the AI Act grants 
this right to all affected persons who can also 
be legal persons.  National data protection 
authorities under the GDPR are still the 
competent authorities to enforce the controller’s 
obligation to provide information when it comes 
to automated decision-making involving personal 
data processing, regardless of what authority is 
competent to enforce article 86 of the AI Act. 

Protection for whistleblowers (article 87)

Directive (EU) 2019/1937 on the protection of 
persons who report breaches of Union law 
applies to the reporting of infringements of the 
AI Act.

Downstream providers’ complaint (article 89)

The AI Act enables complaints by downstream 
providers (deployers of general-purpose AI 
systems) about possible violations of the rules 
set out in the Act. 

Complaints can be made to the AI Office and 
must be well-substantiated. They should include 
at least:

• details of the provider of the general-purpose 
AI model that is the subject of the complaint, 
and its point of contact;

• a description of the relevant facts, together 
with the provisions that have been breached; 

• the reasons why the complainant believes 
there has been an infringement; and

• any other information that the requesting 
downstream provider deems relevant, 
including, where appropriate, information 
gathered at its own initiative.

The possibility for downstream providers to 
make such complaints enables the AI Office to 
effectively oversee the enforcement of the AI Act.

Governance

The governance structure has been established 
to coordinate and support the application of 
the AI Act. Its aim is to build capabilities at both 
Union and national levels, integrate stakeholders, 
and ensure trustworthy and constructive 
cooperation. 

Governance at Union Level: role of the 
European Commission

The European Commission is tasked by the 
AI Act with many responsibilities including 
developing and implementing delegated acts, 
developing and publishing guidelines, setting 
standards and best practice and making binding 
decisions to implement the AI Act effectively.  In 
practice, these tasks will be carried out by the 
AI Office (part of the administrative structure 
of the Directorate-General for Communication 
Networks, Content and Technology) in its role of 
supporting the European Commission.

One of the tasks that the European Commission, 
in collaboration with the Member States, must 
perform is set out in chapter VIII of the AI Act.  
The European Commission must set up and 
maintain an EU database for high-risk AI systems 
referred to in article 6(2) and AI systems that are 
not considered as high-risk pursuant to article 
6(3).  The database will contain: 

• the data listed in Sections A and B of Annex VIII 
entered into the EU database by the provider 
or the authorised representative; and

• the data listed in Section C of Annex VIII 
entered into the EU database by the deployer 
who is, or who acts on behalf of, a public 
authority, agency or body.

The data will be available to the public (with the 
exception of data relating to AI systems in the 
areas of law enforcement, migration, asylum and 
boarder control management).
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The supranational bodies set up by the AI Act

Role of the AI Office Actions

The AI Office was established by the European 
Commission by its decision of 24 January 2024 
(C/2024/1459).  

The AI Office’s function is to oversee the 
advancements in AI models, including as 
regards general-purpose AI models, the 
interaction with the scientific community, and 
to play a key role in investigations and testing, 
enforcement and to have a global vocation 
(recital 5 of the decision).

The AI Office may involve independent experts 
to carry out evaluations on its behalf.

The AI Office must establish systems and 
procedures to manage and prevent potential 
conflicts of interest and must develop Union 
expertise and capabilities in the field of AI.

The AI Office has a role in the surveillance  
and control of general-purpose AI systems 
(article 75).

Monitoring and enforcement: Monitor 
compliance and implementation of obligations 
for providers of general-purpose AI models. 

Investigation: Investigate infringements by 
requesting documentation and information, 
conducting evaluations and requesting 
measures from providers of general-purpose  
AI models.

Risk management: Request appropriate 
measures, including risk mitigation, in cases of 
identified systemic risks, as well as restricting 
market availability, withdrawing or recalling  
the model.

Coordination and support: Support national 
authorities in creating AI regulatory sandboxes 
and facilitate cooperation and information-
sharing and encourage and facilitate the 
creation of codes of conduct. Coordinate joint 
investigations by market surveillance authorities 
and the European Commission.

Advice: Issue recommendations and written 
opinions to the European  Commission and the 
Board regarding codes of conduct, codes of 
practice and guidelines.

Role of the European Artificial Intelligence Role of the European Artificial Intelligence 
Board (The Board)Board (The Board)

ActionsActions

The Board comprises representatives from each The Board comprises representatives from each 
Member State and is tasked with advising and Member State and is tasked with advising and 
assisting the European Commission and the assisting the European Commission and the 
Member States on the consistent and effective Member States on the consistent and effective 
application of the AI Act. Additionally, the Board application of the AI Act. Additionally, the Board 
issues guidelines and recommendations (articles issues guidelines and recommendations (articles 
65 and 66). 65 and 66). 

Representatives are appointed for a term of three Representatives are appointed for a term of three 
years, renewable once. They may be individuals years, renewable once. They may be individuals 
from public entities with expertise  from public entities with expertise  
in AI and the authority to facilitate national-level in AI and the authority to facilitate national-level 
coordination. The Board is chaired by one of  coordination. The Board is chaired by one of  
its representatives. its representatives. 

Coordination and cooperation: Among Coordination and cooperation: Among 
national competent authorities and Union national competent authorities and Union 
institutions, bodies, offices and agencies, as institutions, bodies, offices and agencies, as 
well as relevant Union expert groups and well as relevant Union expert groups and 
networks.networks.

Expertise sharing: Collect and share technical Expertise sharing: Collect and share technical 
and regulatory expertise, best practices and and regulatory expertise, best practices and 
guidance documents.guidance documents.

Advice and recommendations: Provide Advice and recommendations: Provide 
advice on the implementation of the AI Act, advice on the implementation of the AI Act, 
in particular as regards the enforcement of in particular as regards the enforcement of 
rules on general-purpose AI models, issue rules on general-purpose AI models, issue 
recommendations and written opinions (at recommendations and written opinions (at 
the request of the European Commission or the request of the European Commission or 
on its own initiative).on its own initiative).
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Role of the European Artificial Intelligence Role of the European Artificial Intelligence 
Board (The Board)Board (The Board)

ActionsActions

The Board must establish two dedicated standing The Board must establish two dedicated standing 
subgroups:subgroups:

• The standing subgroup for notifying authorities 
provides a platform for cooperation and exchange 
on issues related to notified bodies

• The standing subgroup for market surveillance 
acts as the administrative cooperation group 
(ADCO) for the AI Act.

The Board may establish other standing or The Board may establish other standing or 
temporary subgroups as appropriate for the temporary subgroups as appropriate for the 
purpose of examining specific issues. purpose of examining specific issues. 

The European Data Protection Supervisor and The European Data Protection Supervisor and 
the AI Office attend the Board’s meetings as the AI Office attend the Board’s meetings as 
observers. Other national and Union authorities, observers. Other national and Union authorities, 
bodies, or experts or representatives of the bodies, or experts or representatives of the 
advisory forum may be invited on a case-by-case advisory forum may be invited on a case-by-case 
basis.basis.

Harmonisation: Standardise administrative Harmonisation: Standardise administrative 
practices and facilitate the development practices and facilitate the development 
of common criteria and a shared of common criteria and a shared 
understanding.understanding.

Public awareness on AI: Work towards AI Public awareness on AI: Work towards AI 
literacy, public awareness and understanding literacy, public awareness and understanding 
of the benefits, risks, safeguards and rights of the benefits, risks, safeguards and rights 
and obligations in relation to the use of AI and obligations in relation to the use of AI 
systems.systems.

International Cooperation: Advise the International Cooperation: Advise the 
European Commission in relation to European Commission in relation to 
international matters on AI and cooperate international matters on AI and cooperate 
with competent authorities of third countries with competent authorities of third countries 
and with international organisations.and with international organisations.

Role of the Advisory Forum Actions

The Advisory Forum has been created to 
ensure the involvement of stakeholders in the 
implementation and application of the AI Act 
(article 67).

Members are appointed by the European 
Commission and represent a balanced selection 
of stakeholders, including industry, start-ups, 
SMEs, civil society, and academia with recognised 
expertise in the field of AI.

Members are appointed for a term of two years, 
which may be extended up to four years. They elect 
two co-chairs from among the members for a term 
of two years, renewable once.

The Fundamental Rights Agency (FRA), the 
European Union Agency for Cybersecurity (ENISA), 
the European Committee for Standardization 
(CEN), the European Committee for Electrotechnical 
Standardization (CENELEC), and the European 
Telecommunications Standards Institute (ETSI) shall 
be permanent members of the Advisory Forum.

The Advisory Forum may establish standing 
or temporary sub-groups as appropriate for 
examining specific questions.

The Advisory Forum meets at least twice a year 
and may invite experts and other stakeholders to 
its meetings.

Advice and technical expertise: Provide advice 
to the Board and the European Commission. 
Prepare opinions, recommendations, and 
written contributions upon request.

Consultancy group: The European Commission 
has to consult the Forum when preparing 
a standardisation request or drafting common 
specifications as referred to in article 41.

Annual report: Prepare and publish an annual 
report on its activities.
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Role of the scientific panel of independent 
expert

Actions

The scientific panel is created to integrate 
the scientific community in supporting the 
European Commission’s enforcement activities 
(article 68).

Experts are selected by the European 
Commission based on their current scientific or 
technical expertise in AI.

The number of experts is determined by the 
European Commission, in consultation with 
the Board, based on the required expertise 
needs, ensuring fair gender and geographical 
representation.

To provide the scientific panel with the 
necessary information for performing its tasks, 
a mechanism should be established allowing 
the panel to request the European Commission 
to obtain documentation or information from a 
provider.

An implementing act will define how the 
scientific panel and its members can issue 
alerts and request assistance from the AI Office.

Support the AI Office in the implementation 
and enforcement as regards general-purpose AI 
models and system:

• Alert the AI Office of possible systemic risks.

• Develop tools and methodologies for 
evaluating capabilities.

• Advise on the classification including systemic 
risk.

• Contribute to the development of tools and 
templates.

• Support market surveillance authorities: At 
their request including with regard to cross-
border market surveillance activities.

• Assist in the Union safeguard procedure 
pursuant article 81.

Support Member States with their enforcement 
activities upon demand: 

• Member States may be required to pay fees 
for the advice and support provided by the 
scientific panel. 

• The implementing act referred to in article 
68(1) will define the fees and recoverable 
costs.
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Governance at national level: national 
competent authorities

Member States play a crucial role in the 
application and enforcement of the AI Act. To 
ensure effective application, harmonisation, 
and coordination within the Union and among 

Member States, each Member State must 
designate at least one notifying authority and 
one market surveillance authority. Together, they 
constitute the national competent authorities.  For 
AI systems used by Union institutions, agencies, 
offices, and bodies, the European Data Protection 
Supervisor will be the supervisory authority.

Role of the notifying authority(ies) Actions

This authority is responsible for establishing 
and applying the framework for conformity 
assessment bodies (article 28).

The authority must have an adequate number 
of competent personnel with the necessary 
expertise in fields such as information 
technology, AI, and law, including the 
supervision of fundamental rights.

Notifying authorities must avoid any conflict of 
interest with conformity assessment bodies, 
ensuring the objectivity and impartiality of their 
activities. In particular, the decision to notify  a 
conformity assessment body must not be made 
by the  person  who assessed  the conformity 
assessment body.

Setting up and carrying out procedures: 
Establish and execute necessary procedures for 
the assessment, designation, notification, and 
monitoring of conformity assessment bodies. 
Develop these procedures in cooperation with 
the notifying authorities of other Member 
States.

Advice and guidance: Provide guidance and 
advice on the implementation of the AI Act, 
considering the input from the Board and the 
European Commission, and consulting national 
competent authorities under other Union laws, 
if applicable.

Activity and service restrictions:

• Must not offer or provide any activities 
performed by conformity assessment bodies.

• Must not offer consultancy services on a 
commercial or competitive basis.



641 2 3 4 5 6 7 8 9 10

Where can I find this?

Governance: Chapter VII recitals 148-154, 163,179

EU Database: Chapter VIII recital 131

Enforcement: Chapters IX and XII recitals 162-164 and 168-172

Role of the market surveillance 
authority(ies)

Actions

Responsible for carrying out the activities and 
taking the measures pursuant to Regulation 
(EU) 2019/1020 (market surveillance and 
compliance of products) on market surveillance 
and compliance of products.

One of the market surveillance authorities  
will be designated by each Member State as  
the single point of contact for the public and 
other counterparts at both Member State and 
Union levels.

The European Data Protection Supervisor will 
act as the market surveillance authority for 
Union institutions, agencies, and bodies under 
the AI Act.

Market surveillance authorities for high-
risk AI systems in biometrics, used for law 
enforcement, migration, asylum, border control, 
justice, and democratic processes, should have 
strong investigative and corrective powers. 
This includes access to all personal data and 
necessary information for their task.

Member States must facilitate coordination 
between market surveillance authorities and 
other relevant national authorities.

Many of task and responsibilities of the market 
surveillance authorities are described above, 
but in addition they have the following tasks 
and responsibilities assigned to them:

• Authorisation for high-risk AI systems: 
Member States can temporarily authorise 
specific high-risk AI systems to be placed 
on the market or put into service in their 
territory for exceptional reasons of public 
security, health, environmental protection, 
or key infrastructure, pending conformity 
assessments (article 46).

• Annual reporting: to the European 
Commission and national competition 
authorities on surveillance activities and 
prohibited practices including: (i) any 
information identified that is of potential 
interest for the application of competition 
law; (ii) use of any prohibited practices; and 
(iii) measures taken in relation to those 
practices.

• Advice and guidance: Provide guidance and 
advice on the implementation of the AI Act, 
considering the input from the Board and 
the European Commission, and consulting 
national competent authorities under other 
Union laws, if applicable.
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• The AI Act entered into force on 1 August 2024.

• Most provisions are set to apply from 2 August 
2026, and others are being phased in over a 
period of six to 36 months from the date of 
entry into force.

• The European Commission will develop 
delegated and implementing acts, guidelines, 
codes of conduct and standards. These 
initiatives are aimed at providing practical 
guidance, ethical principles and technical 
specifications related to the AI Act, with the 
goal of ensuring the effective implementation 
of the legislation.

• The Commission also sent, in July 2024, an 
updated version of its proposed AI Liability 
Directive to both the European Parliament and 
the Council for consideration.

• Bird & Bird’s AI experts are equipped to 
monitor the forthcoming initiatives expected 
under AI Act and help you navigate the 
different processes and requirements.

All actors dealing with AI systems should 
actively monitor the development of the 
legislative and non-legislative initiatives 
outlined in this chapter.

To do listAt a glance

CHAPTER 9

AI Act: What’s Next
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AI Act: What’s Next 

This chapter provides an overview of the 
application deadlines of the AI Act and the 
forthcoming initiatives expected under the 
Regulation. The EU institutions regard the  
AI Act as a new form of “living regulation” that 
will be supplemented on an ongoing basis via 
secondary legislation and other initiatives, in  
an effort to keep pace with technological 
advances. Over the coming months, the AI Act 
envisions the adoption of a range of delegated 
and implementing acts, guidance documents, 
codes of conduct, codes of practice and 
standardisation requests. These initiatives  
are designed to provide practical guidance, 
ethical principles and technical specifications 
regarding the Regulation, with the aim of 
ensuring effective implementation.

The requirements laid down in such documents 
will greatly shape the effective implementation of 

1. Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 laying down harmonised rules on 
artificial intelligence and amending Regulations (EC) No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 
2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence Act) Text 
with EEA relevance, OJ L, 2024/1689, 12.7.2024.

the AI Act and the ability of actors to comply with 
its obligations.

All actors dealing with AI systems would therefore 
be advised to actively monitor the work of the 
Commission in developing the legislative and non-
legislative initiatives mentioned in this chapter. 

Bird & Bird’s Regulatory and Public Affairs team is 
equipped to monitor the forthcoming initiatives 
expected under AI Act and help you navigate the 
different processes and requirements.

AI Act application deadlines

Following its publication in the EU Official 
Journal1 on 12 July 2024, the AI Act entered into 
force on 1 August 2024. 

The relevant dates of application are set out below. 

12 July 2024 The AI Act was published in the Official Journal of the EU, triggering the 
dates for specific provisions in the Regulation becoming applicable.

2 February 2025 Prohibited practices ban applies (Chapter II).

AI literacy rules apply (article 4).

2 May 2025 Codes of practice for general-purpose AI must be ready (article 56 (9)).

2 August 2025 National authorities designated (Chapter III Section 4).

Obligations for General-Purpose AI (GPAI) (Chapter V).

Governance (at EU and national level) (Chapter VII).

Confidentiality and penalties (other than in relation to gen-AI)  
(Chapter XII).

2 August 2026 Start of application of all other provisions of the EU AI Act (unless a later 
date applies below).
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Between 1 August 2024 and 2 August 2027, the 
European Commission is expected to adopt 
various documents to implement the Regulation. 
These comprise delegated and implementing 
acts, guidance documents, codes of conduct, 
codes of practice and standardisation requests. 
Apart from a few exceptions, there are no 
specific set deadlines for the publication of these 
initiatives by the Commission. Nonetheless, 
it is assumed that the Commission will aim to 
adopt such documents ahead of the application 
deadlines of the respective provisions.

Delegated acts

Several provisions will be the subject of delegated 
acts, to be adopted by the Commission to specify 
obligations and operational implementation. 
Article 97 grants the power to adopt delegated 
acts to the Commission for a five-year period that 
started on 1 August 2024. The Commission must 
report on this delegation nine months before the 
end of the period. This period is automatically 
extended for another five years unless the 
European Parliament or the Council opposes it 
three months before the end of each period.

As mentioned above, there are no specific set 
deadlines for the adoption of such delegated acts. 
However, it must be presumed that their adoption 
will precede the application deadlines for the 
related provisions in the AI Act (see article 113).

2. Inter-institutional Agreement between the European Parliament, the Council of the European Union and the European 
Commission on Better Law-Making, OJ L 123, 12.5.2016.

Pursuant to article 97(4), before adopting a 
delegated act, the Commission will have to carry 
out public consultations during its preparatory 
work and will also consult with the relevant Expert 
Groups (composed of Member States experts). 

Once adopted, the Commission must notify 
the European Parliament and the Council 
simultaneously. A delegated act only enters 
into force if neither the European Parliament 
nor the Council objects within three months 
of notification, extendable by another three 
months if needed. The European Parliament or 
the Council can revoke this power at any time, 
but this will not affect the validity of existing 
delegated acts. In accordance with the principles 
laid down in the Interinstitutional Agreement 
of 13 April 2016 on Better Law-Making2, the 
Commission will have to ensure that the 
European Parliament and the Council receive 
all documents at the same time as Member 
States’ experts, and the Parliament and Council’s 
experts should systematically have access to 
meetings of Commission expert groups dealing 
with the preparation of delegated acts.

The AI Act foresees the adoption of the following 
delegated acts where the Commission considers 
this to be necessary:

• Article 6(6/7): amend article 6(3) by adding 
new conditions to those laid down in 
paragraph 3, by modifying or by deleting them 
if there is concrete and reliable evidence of 
the existence of AI systems that should not fall 
under Annex III or that should not fall under 
the conditions of article 6(3); 

2 August 2027 High-risk categories listed in Annex I).

General purpose AI models placed on the market before 2 August 2025 
(article 111).

2 August 2030 High-risk AI systems (other than those listed below), which have been 
placed on the market or put into service before 2 August 2026 and which 
are intended to be used by public authorities (article 111).

31 December 2030 Components of large-scale IT systems listed in Annex X, which have 
been placed on the market or put into service before 2 August 2027  
(article 111).
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• Article 7(1/3): amend Annex III, by adding, 
modifying or removing use-cases of high-risk  
AI systems;

• Article 11(3): amend Annex IV, where 
necessary, to ensure that, in light of technical 
progress, the technical documentation provides 
all the information necessary to assess the 
compliance of the system;

• Article 43(5): amend Annexes VI and VII by 
updating them in light of technical progress;

• Article 45(6): amend article 43(1/2) in order 
to subject high-risk AI systems referred to 
in points 2 to 8 of Annex III to third-party 
conformity assessments; 

• Article 47(5): amend Annex V by updating the 
content of the EU declaration of conformity 
set out in that Annex, in order to introduce 
elements that become necessary in light of 
technical progress;

• Article 51(3): amend the thresholds for 
systemic general-purpose AI models listed 
in article 51(1/2) as well as to supplement 
benchmarks and indicators in light of 
evolving technological developments, such 
as algorithmic improvements or increased 
hardware efficiency, when necessary, for these 
thresholds to reflect the state of the art;

• Article 52(4): amend Annex XIII by  
specifying and updating the criteria for 
systemic general-purpose AI models;

• Article 53(5): detail measurement and 
calculation methodologies with a view to 
allowing for comparable and verifiable 
documentation to facilitate compliance with 
Annex XI; and

• Article 53(6): amend Annexes XI and XII in 
light of evolving technological development.

Implementing acts

Article 98(2) of the AI Act confers on the 
European Commission the power to adopt 
implementing acts in accordance with Regulation 
182/20113. Implementing acts aim to create 

3. Regulation (EU) No 182/2011 of the European Parliament and of the Council of 16 February 2011 laying down the rules and 
general principles concerning mechanisms for control by Member States of the Commission’s exercise of implementing 
powers, OJ L 55, 28.2.2011.

uniform conditions for the implementation 
of a specific legislative act, if and when this is 
necessary. With respect to the drafting of the 
implementing acts, the Commission will be 
assisted by a “Comitology” Committee comprising 
Member State experts. 

As is the case for delegated acts, the timeline for 
adoption of the expected implementing acts is 
not specified in the text, except for the foreseen 
implementing act referred to in article 72(3), 
which is due by 2 February 2026. Therefore, 
it should be presumed that the relevant 
implementing acts will be adopted ahead of the 
application deadlines for the related provisions 
in the AI Act (see above and article 113).

The AI Act foresees the adoption of the following 
implementing acts, where the Commission 
deems it necessary to:

• Article 37(2): suspend, restrict or withdraw 
the designation of notified bodies when the 
Member State fails to take the necessary 
corrective measures;

• Article 41(1/4/6): establish, in consultation 
with the “Advisory Forum” referred to in 
article 67, common specifications for the 
requirements for high-risk AI systems or 
for the obligations for general-purpose AI 
models set out in Chapter V, Sections 2 
and 3. When a reference to a harmonised 
standard is published in the Official Journal 
of the European Union, which covers the 
same requirements set out in Section 2 of 
this Chapter III, the Commission shall repeal 
the implementing act referred to in article 
41(1). Where a Member State considers that a 
common specification does not entirely meet 
the requirements set out in Section 2 of this 
Chapter III, the Commission shall assess that 
information and, if appropriate, amend the 
implementing act referred to in article 41(1);

• Article 50(7): approve codes of practice drawn 
up to facilitate the effective implementation 
of the obligations regarding the detection 
and labelling of artificially generated or 
manipulated content, in accordance with 
the procedure laid down in article 56(6). If 
the code of practice is not adequate, the 
Commission may adopt an implementing 
act to lay down a set of common rules for 
the implementation of the transparency 
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obligations for providers and deployers of 
certain AI systems of article 50;

• Article 56(6): approve a code of practice 
for general-purpose AI models and give it 
a general validity within the Union. If, by 2 
August 2025, a code of practice cannot be 
finalised, or if the AI Office deems it is not 
adequate, the Commission may provide, by 
means of implementing acts, common rules 
for the implementation of the obligations 
provided for in articles 53 and 55, including 
the issues set out in article 56(2);

• Article 58(1): specify the detailed 
arrangements for the establishment, 
development, implementation, operation and 
supervision of the AI regulatory sandboxes;

• Article 60(1): specify the detailed elements 
of the real-world testing plan for providers of 
high-risk AI systems;

• Article 68(1): make provisions on the 
establishment of a scientific panel of 
independent experts (the “scientific panel”) 
intended to support the enforcement activities 
of the AI Act;

• Article 72(3): publish, by 2 February 2026, 
an implementing act laying down detailed 
provisions establishing a template for the 
post-market monitoring plan for providers of 
high-risk AI systems and the list of elements to 
be included in the plan;

• Article 92(6): set out the detailed 
arrangements and the conditions for the 
AI Office of general-purpose AI models 
evaluations, including the detailed 
arrangements for involving independent 
experts, and the procedure for the selection 
thereof; and

• Article 101(6): lay down detailed 
arrangements and procedural safeguards for 
proceedings in view of the possible fines on 
providers of general-purpose AI models.

Commission Guidelines

“Commission Guidelines” are explanatory 
documents produced by the Commission 
services to provide practical and informal 
guidance about how particular provisions of the 
AI Act should be applied.

The AI Act foresees the adoption of the following 
Commission Guidelines:

• Article 6(5): after consulting the European 
Artificial Intelligence Board, and no later than 
2 February 2026, specifying the practical 
implementation of article 6, including a 
comprehensive list of practical examples of use 
cases of AI systems that are high-risk and not 
high-risk;

• Article 63(1): on the elements of the quality 
management system which may be complied 
with in a simplified manner considering the 
needs of microenterprises, without affecting 
the level of protection or the need for 
compliance with the requirements in respect 
of high-risk AI systems (no set deadline for 
these guidelines);

• Article 73(7): to facilitate compliance with  
the reporting obligations of serious incident. 
The guidance has to be adopted by 2 August 
2025, and will have to be assessed regularly  
by the Commission;

• Article 96: on the practical implementation 
of this Regulation. There is no set deadline 
for the development of these guidelines. 
However, the related provisions apply from 2 
August 2026. In particular, the Commission is 
to develop guidelines on:

— the application of the requirements and 
obligations referred to in articles 8 to 15 and 
in article 25; 

— the prohibited practices referred to in  
article 5;

— the practical implementation of the provisions 
related to substantial modification;

— the practical implementation of transparency 
obligations laid down in article 50;

— detailed information on the relationship 
of the AI Act with the EU harmonisation 
legislation listed in Annex I, as well as with 
other relevant EU laws, including as regards 
consistency in their enforcement; and

— the application of the definition of an AI 
system as set out in article 3, point (1).
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Codes of conduct and practice

Codes of conduct

Codes of conduct are documents of a voluntary 
nature that establish ethical guidelines and 
principles for the development and use of AI 
in certain conditions. They are also intended 
to foster the development of AI policies within 
organisations for the voluntary application of 
specific AI Act obligations.

The AI Act calls for the adoption of the following 
codes of conduct:

• Recital 20 and article 4: voluntary codes of 
conduct to advance AI literacy among persons 
dealing with the development, operation and 
use of AI. 

— While there is no set deadline for the 
development of voluntary codes of practice 
to advance AI literacy, the related provisions 
on AI literacy in Article 4 will apply from 2 
February 2025.

• Recital 165 and article 95: codes of conduct 
intended to foster the voluntary application 
to AI systems of some or all the mandatory 
requirements applicable to high-risk AI systems. 
These are adapted in light of the intended 
purpose of the systems and the lower risk 
involved, and take into account the available 
technical solutions and industry best practices 
such as model and data cards:

— to ensure that the voluntary codes of 
conduct are effective, they should be based 
on clear objectives and key performance 
indicators to measure the achievement of 
those objectives; 

— they should also be developed in an 
inclusive way, as appropriate, with the 
involvement of relevant stakeholders such 
as business and civil society organisations, 
academia, research organisations, 
trade unions and consumer protection 
organisations; and

— while there is no set deadline for the 
development of voluntary codes of practice 
intended to foster the application to AI 
systems of some or all the mandatory 
requirements applicable to high-risk AI 
systems, the related provisions included 
in Article 95 will apply from 2 February 
2026. By 2 August 2028 and every three 
years thereafter, the Commission is due to 

evaluate the impact and effectiveness of 
such voluntary codes of conduct.

Codes of practice

Codes of practice represent a central tool for 
proper compliance with specific obligations 
under the AI Act. In particular, one code of 
practice will detail the AI Act rules for providers 
of general-purpose AI models and general-
purpose AI models with systemic risks. Another 
code of practice will focus on the detection and 
labelling of artificially generated or manipulated 
content. Organisations should be able to rely on 
codes of practice to demonstrate compliance 
with the relevant obligations, which is known as a 
“presumption of conformity”. 

Specifically, the AI Act calls on the European 
Commission’s AI Office to facilitate the drawing 
up of the following codes of practice together 
with all interested stakeholders:

• Article 50(7): codes of practice at EU level to 
facilitate the effective implementation of the 
obligations in article 50(2/4), regarding the 
detection and labelling of artificially generated 
or manipulated content. The Commission 
may adopt implementing acts to approve 
those codes of practice. While there is no set 
deadline for the development of voluntary 
codes of practice to facilitate the effective 
implementation of the obligations in article 
50(2/4), the related provisions included in 
Article 50 will apply from 2 February 2026.

• Article 56(1/3): by 2 May 2025, codes of practice 
for general-purpose AI models. These will duly 
take into account international approaches 
as well as a diverse set of perspectives, by 
collaborating with relevant national competent 
authorities and, where appropriate, by 
consulting with civil society organisations and 
other relevant stakeholders and experts. These 
include the “Scientific Panel” of independent 
experts established under the AI Act.

By 2 August 2028 and every three years 
thereafter, the Commission will have to evaluate 
the impact and effectiveness of voluntary codes 
of practice.

On 30 July 2024, the European AI Office opened 
a call for expressions of interest to participate in 
the drawing-up of the first general-purpose AI 
Code of Practice. Interested parties could express 

https://digital-strategy.ec.europa.eu/en/news/ai-act-participate-drawing-first-general-purpose-ai-code-practice
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their interest in participating by 25 August 2024. 
According to the Commission, this Code will be 
prepared by means of an iterative drafting process 
by April 2025, nine months from the AI Act’s entry 
into force on 1 August 2024. The Code of Practice 
will facilitate the proper application of the rules of 
the AI Act for general-purpose AI models.

The Commission may decide to approve the 
Code of Practice and give it a general validity 
within the European Union by means of an 
implementing act, pursuant to article 56(6).  If 
the Code of Practice is not deemed adequate, the 
Commission will provide common rules for the 
implementation of the relevant obligations.

In addition, on 30 July 2024, the AI Office 
launched a consultation on trustworthy general-
purpose AI models under the AI Act, specifically 
regarding the template for the summary of the 
content used for the training of the general-
purpose AI models and the accompanying 
guidance. The deadline for responses was  
10 September 2024. 

Standards

Initial standardisation work

The process of drafting European standards in 
support of the AI Act started well before the 
adoption of the AI Act, with the Commission’s 
proposal on harmonised rules on artificial 
intelligence adopted as the Commission 
Implementing Decision C(2023)3215 on  
22 May 2023. 

This Implementing Decision requested the 
European Committee for Standardisation (CEN) 
and the European Committee for Electrotechnical 
Standardisation (CENELEC) to draft the 
following new European standards or European 
standardisation deliverables on AI by 30 April 2025:

• European standard(s) and/or European 
standardisation deliverable(s) on risk 
management systems for AI systems;

• European standard(s) and/or European 
standardisation deliverable(s) on governance 
and quality of datasets used to build  
AI systems;

• European standard(s) and/or European 
standardisation deliverable(s) on record keeping 
through logging capabilities by AI systems;

• European standard(s) and/or European 
standardisation deliverable(s) on transparency 
and information provisions for users of AI 
systems;

• European standard(s) and/or European 
standardisation deliverable(s) on human 
oversight of AI systems;

• European standard(s) and/or European 
standardisation deliverable(s) on accuracy 
specifications for AI systems;

• European standard(s) and/or European 
standardisation deliverable(s) on robustness 
specifications for AI systems;

• European standard(s) and/or European 
standardisation deliverable(s) on cybersecurity 
specifications for AI systems;

• European standard(s) and/or European 
standardisation deliverable(s) on quality 
management systems for providers of AI 
systems, including post-market monitoring 
processes; and

• European standard(s) and/or European 
standardisation deliverable(s) on conformity 
assessment for AI systems.

This standardisation request to CEN and 
CENELEC was made pursuant to action 63 of the 
European Commission 2022 “Annual Union Work 
Programme for European standardisation” with 
the aim of ensuring that AI systems are safe and 
trustworthy. 

For the drafting of these standards, CEN  
and CENELEC have set up a specific joint 
technical committee named “CEN-CENELEC JTC 21 
Artificial Intelligence”. CEN and CENELEC are  
also collaborating on the drafting with the 
European Telecommunications Standards 
Institute (ETSI), an independent, not-for-profit, 
standardisation organisation in the field of 
information and communication.

AI Act standardisation request

Article 40(2) of the AI Act calls on the European 
Commission to present, without undue delay 
after the entry into force of the Regulation, 
standardisation requests for harmonised EU AI 
standards covering:

• all requirements set out in Section 2 of 
Chapter III of the AI Act; and

https://digital-strategy.ec.europa.eu/en/consultations/ai-act-have-your-say-trustworthy-general-purpose-ai
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
https://ec.europa.eu/transparency/documents-register/detail?ref=C(2023)3215&lang=en
https://ec.europa.eu/transparency/documents-register/detail?ref=C(2023)3215&lang=en
https://ec.europa.eu/docsroom/documents/48601
https://ec.europa.eu/docsroom/documents/48601
https://www.etsi.org/
https://www.etsi.org/
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• as applicable, standardisation requests 
covering obligations set out in Chapter V, 
Sections 2 and 3 of the AI Act.

These requests revise the requests included 
in Commission Implementing Decision 
C(2023)3215. This was also anticipated in the 
Commission’s Standardisation Work Programme 
for 2024 published in February 2024. Indeed, 
Action 15 of the Work Programme calls for a 
“revision of the standardisation request in support 
of Union policy on artificial intelligence”, thereby 
calling for the revision of the Commission 
Decision in view of the final AI  
Act text. 

According to article 40(2) of the AI Act, the 
standardisation requests should also ask for 
deliverables on reporting and documentation 
processes to improve AI systems’ resource 
performance. Such requests could include 
reducing the consumption of energy and of other 
resources by high-risk AI systems during their 
lifecycle and the energy-efficient development 
of general-purpose AI models. The Commission 
should draft the requests after consulting with the 
European Artificial Intelligence Board and relevant 
stakeholders, including the Advisory Forum of 
stakeholders established under the AI Act. 

In addition, when issuing standardisation 
requests to the relevant European 
standardisation organisations, the Commission 
should specify that standards have to be clear 
and consistent. This prerequisite includes 
standards developed in the various sectors 
for products covered by the existing EU 
harmonisation legislation listed in Annex I.  
They are aimed at ensuring that high-risk AI 
systems or general-purpose AI models placed on 
the market or put into service in the EU meet the 
relevant requirements or obligations laid down in 
the AI Act.

By 2 August 2028 and every four years 
thereafter, the Commission will have to submit 
a report to review the progress made regarding 
the development of standardisation deliverables 
on the energy-efficient development of 
general-purpose AI models. In this context, the 
Commission will also be required to assess the 
need for further measures or actions, including 
binding measures or actions. The report will have 
to be submitted to the European Parliament and 
to the Council and made public.

Liability

Commission amends proposal to align with  
AI Act 

Finally, it is worth noting that at the end of July 
2024, the European Commission sent an updated 
version of its proposal adapting non-contractual 
civil liability rules to artificial intelligence (AI 
Liability Directive or AILD) to both the European 
Parliament and the Council. This proposal, which 
was first tabled by the Commission in September 
2022, aims to address the risks generated by 
specific uses of AI through a set of rules focusing 
on respect of fundamental rights and safety.  
The current changes are designed to align the  
AI Liability Directive proposal with the  
completed AI Act.

It is notable that the new proposal amends 
article 4 regarding the increased potential 
responsibility of companies deploying AI 
systems. These deployers would now be 
presumed liable for damage caused if they “did 
not monitor the operation of the AI system or, 
where appropriate, suspend [its] use” or did not 
use “sufficiently representative” input data.

The European Parliament’s lead draftsperson 
(“rapporteur”) for this file, the German Christian-
democratic MEP Axel Voss, had previously 
requested the European Parliamentary Research 
Service to conduct an “alternative impact 
assessment” to evaluate whether the AILD is  
still necessary in view of adoption of the AI Act. 
While the future of the proposed AI Liability 
Directive remains uncertain, it may proceed in  
a reduced form.

https://ec.europa.eu/transparency/documents-register/detail?ref=C(2023)3215&lang=en
https://ec.europa.eu/transparency/documents-register/detail?ref=C(2023)3215&lang=en
https://ec.europa.eu/docsroom/documents/57734
https://ec.europa.eu/docsroom/documents/57734
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52022PC0496
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